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Abstract

I analyze monopoly pricing and quality decisions under network effects. High quality premium and low quality punishment are found to depend on how the impact of marginal costs on quality relates to the intensity of the network effect and the optimism of the producer about final demand. More precisely, marginal costs have to be low enough (but not too low) with respect to the intensity of the network effects and/or the optimism about final demand so that higher prices reflect higher quality. A similar conclusion can be drawn about incentives for quality provision, whenever quality is considered endogenous together with price.
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1 Introduction

This paper analyzes pricing and quality decisions of a monopolist when there are network effects on the consumers’ side. By network effects on the consumers’ side I mean that consumers affect each other’s willingness-to-pay for the good, either in a positive or a negative way. To the three classical examples of network effects by Katz and Shapiro (1985), namely (i) direct physical effects of the number of purchasers on the value of the product (telephone, email, file sharing
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programs), (ii) the hardware/software paradigm (associated to strong complementarities) and (iii) quality and availability of a post-purchase service (again, strong complementarities), a fourth one has more recently been added: a market for an experience good where consumers use word-of-mouth to learn about the quality of such a good. While in the first three examples network effects are positive, in this work I consider positive network effects as well as negative ones, as in the fourth example above. Word-of-mouth will decrease willingness-to-pay when the actual quality of the experience good is lower than the initial expectation. Negative network effects could also appear in the market for cars: If too many people buy (and use) a car, traffic congestion will make the use of a car less valuable.

In this paper I explore the conditions under which higher (positive) network effect implies a higher price and whether lower (negative) network effect implies a lower price. Some seminal papers analyzing pricing decisions for experience goods have also explored conditions for prices to act as signals for quality, typically characterizing separating equilibria (Wolinsky 1983, Milgrom and Roberts 1986, Liebeskind and Rumelt 1989, or Bagwell and Riordan 1991). In Shapiro’s work (Shapiro 1982, 1983a, 1983b) higher prices are to be interpreted not only as signals for quality but as a premium for quality provision too, though quality is not endogenously chosen. Shapiro (1983b) proved that price taking behavior with entry at any quality level (sort of a perfect competition setting) also results in a price-cost mark-up that increases in quality.

There is also an extensive literature on network effects since the classical model of telecommunications demand by Rohlf’s (1974). It notably includes strategic analysis of compatibility standards (among others, Farrell and Saloner 1985 and 1986, Katz and Shapiro 1985, 1986, 1992 and 1994 and Bessen and Farrell 1994) and, closer to what I do here, dynamic monopoly pricing under network effects (Shapiro 1983a, Bengaid an Lesne 1996, Vettas 1997 or Cabral, Salant and Woroch 1999, among others). In all these articles network effects on the demand side are modeled as an increasing willingness-to-pay for consumers in the size of the market, as if the way buyers interact via the social network structure is a black box. In this work, I model those interactions via a explicit social network without eliminating the possibility of indirect network effects, where the willingness-to-pay increases in the number of buyers. These network effects are heterogeneous in the sense that one market size could affect two consumers differently. Individual willingness-to-pay is affected by who the other buyers are and also by how these buyers are related in the given social network, therefore capturing direct network effects. As usual, network effects shape the possible final (or total) demand that the producer may expect to arise for each combination of quality and price. The model presented here shares in common, particularly with the work by Katz and Shapiro (1985), the notion of a fulfilled or rational expectations equilibria on the consumers side.

I find that network effects have to be big enough with respect to the impact of quality on marginal costs so that a high quality producer extracts a premium from the positive network effect.

---

1 See Shy (2011) for a recent revision in network economics from an industrial organization perspective. A very well known and influential review of network effects is Economides (1996).
effect. Nevertheless, if the impact of quality on marginal costs is too low, the monopolist prefers charging a low price and capture all the market than charging a high price to capture smaller expected demand, typically the agents with higher willingness-to-pay (influenced by the network effect). If the network effect is negative (congestion), the impact of quality on marginal costs also has to be low enough so that monopoly price is low in order to increase expected demand. Most surprisingly, the producer of a congested good will always stay in the market while the producer of a good with a positive network externality exits the market if the impact of quality on marginal costs is high enough.

If the monopolist is allowed to choose quality previous to the pricing decision, he will choose the highest possible quality if (i) the impact of higher quality on marginal costs is low enough, compared to the structure of network effects and the optimism of the producer about final demand, and (ii) the highest possible quality is high enough. The latter is due to the fact that the price-cost mark-up, when price extracts a premium for quality, is increasing in the level of quality. If the impact on marginal costs is intermediate, the quality level that is chosen will imply a zero network effect. Finally, if the impact of higher quality on marginal costs is high enough, the monopolist chooses to produce a good with the worse (and negative) network effect.

Liebeskind and Rumelt (1989) and Bagwell and Riordan (1991) consider quality decision as endogenous in the context of dynamic pricing of an experience good. Two features are required to sustain high quality levels in equilibrium: (i) repeat purchase with learning from own experience, and (ii) boycotting in case of low quality. In Shapiro (1983b), reputation and the mark-up price associated to it are the two features sustaining high quality levels in equilibrium. My analysis considers markets where only the mark-up price is available, and the question in order is whether the network effect, with the resulting effect on prices, is sufficient to provide incentives for (costly) higher quality to the producer. This happens only when the impact of quality on marginal costs are low enough.

Two articles by Nikolaos Vettas (1997 and 1998) and one by Carl Shapiro (1983a) are probably, among the literature for experience goods, the closest to the one here. Vettas (1997) and Shapiro (1983a) analyze dynamic monopoly pricing. In both settings consumers learn the value of the good from past sales. In particular, Shapiro (1983a) assumes that consumers immediately update their expectations about quality once the good has been purchased and Vettas (1997) assumes that the probability for a consumer to learn the real quality is an increasing function of past sales. Shapiro (1983a) shows that the high-quality monopolist chooses a higher price than the low-quality monopolist and Vettas (1997) shows that the high-quality monopolist obtains a higher expected profit than the low-quality monopolist. Vettas (1998) analyzes entry decision

---

Choosing higher quality in this context means choosing higher willingness-to-pay for consumers keeping the structure of network effects as given. We can think for example of the automobile industry. Positive network effects are related to the availability of technical and post-purchase services (indirect network effects through complementarities) while negative network effects have to do with road congestion and air pollution. Making a car that is less pollutant is more costly (in terms of marginal costs per unit of a less polluting car) than making a car that is a complete environmental disaster.
under price-taking behavior on both sides of the market. Consumers who have not acquired the
good can observe the behavior of all the other consumers. Like that, a lower bound for quality
(given by price) can be inferred when a repeated purchase is observed. Market clearing prices
are increasing in time when quality is higher than initial expectation, while they are decreasing
when quality is lower than initial expectation. Shapiro (1983a) and Vettas (1997) lie probably
closer to this work than Vettas (1998), due to the fact that there is a (monopolist) price taking
decision. Vettas (1998) learning process, though, looks more similar to the network effect on the
serves as an example of network effects due to word-of-mouth in markets for experience goods,
adding up to the three classical examples by Katz and Shapiro (1985) mentioned above, but in
which the network of consumers is the complete one. In my setting, the network of consumers is
allowed to be incomplete and network effects can represent any of the four examples mentioned
at the beginning of this introduction.

The rest of the paper is organized as follows. Section 2 states the model, while Sections 3
and 4 present the main results in terms of price and quality (or network effect), respectively.
Some examples are shown. A detailed version of all proofs are in the Web Appendix, while a
condensed version of the two main propositions is offered in the Appendix here.

2 The Model

There is one good produced by a single agent, referred to as the producer or the monopolist.
The producer chooses a price, given a certain quality. Then consumers choose simultaneously
to consume or not, given the prices and the social structure.

2.1 Consumers: Utility

The good with quality $\theta$ is available for consumers at a market price denoted by $p$. Consumers
are risk neutral, need at most one unit of the good, and their willingness-to-pay depends on
the other consumers who buy the good and how they relate to each other through the social
network structure. Thus, the utility function for each consumer $i$ can be written as

$$U_i(p) = \begin{cases} 
W_i(S, g) - p, & \text{if } i \text{ buys the good,} \\
0, & \text{otherwise,} 
\end{cases}$$

where $W_i(S, g)$ is the willingness-to-pay when the consumers’ social network structure is equal
to $g$ and the set $S \subseteq N$ is the set of consumers who acquire the good.

\[3\]I will eventually analyze the case of endogenous quality choice.
2.2 Consumers: The Social Structure

The consumers’ social network is represented by an undirected graph $g$. For simplicity and since the set $N$ is considered to be fixed I will treat $g$ as a set of links or unordered pairs $ij$, where $i, j \in N$, and $i \neq j$. The notations $ij \in g$, $ij \notin g$, $g \cup ij$ and $g \setminus ij$ have the usual meanings. I denote by $g^N$ the complete graph, meaning the graph where all possible unordered pairs are listed, and by $g^i$ the graph where agent $i$ is directly connected to everybody else and everybody else is only connected to agent $i$. This structure $g^i$ is normally called the star with center in agent $i$. A regular network is a structure such that all consumers have the same number of connections (degree of connectivity). A circle and the complete network are examples of regular networks with degree equal to 2 and to $n-1$, respectively. A core-periphery structure will be a network in which a subset $A$ of consumers, called the core, with $\alpha = |A|$, are directly connected to each other. The rest of consumers, called the periphery, will be connected to some of the consumers in the core. Figure 1 shows different social structures for $n = 5$.
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FIGURE 1

Given a graph $g$, a group of consumers $S \subseteq N$ is called a component of $g$ if: (1) for every two consumers in $S$, there is a path, that is, a set of consecutive links in $g$ connecting them, and (2) for any consumer $i$ in $S$ and any consumer $j$ not in $S$, there is no path in $g$ which connects them. Let $\mathcal{C}(g)$ be the set of components of $g$. Note that $\mathcal{C}(g)$ is a partition of $N$. In Figure 1 above, the line with four agents has two components, one where there is one isolated consumer and the other one with four of them together. The empty graph has five components, which are all singletons. The other graphs have only one component.

A graph $g$ is connected if $\mathcal{C}(g) = \{N\}$. Therefore, in the examples in Figure 1 above only the line with four agents and the empty graph are not connected.

\footnote{See for example Jackson and Wolinsky (1996) or Jackson (2008)}
Two disjoint sets of consumers \( S \) and \( S' \) are said to be connected if they belong to the same component of \( g \). Note that these sets can be singletons.

### 2.2.1 Network effects on utility

Let \( \theta_0 \) be the willingness-to-pay in the absence of network effects, i.e., \( \theta_0 = W_i(\emptyset, \emptyset) \), and let \( \theta \) be the willingness-to-pay under the highest network effect, i.e., \( \theta = W_i(g^N, N\{\{i\}\}) \). If \( \theta > \theta_0 \) the network effect is positive and if \( \theta < \theta_0 \) the network effect is negative. The parameter \( \theta \) is thus our measure of quality of the good.

For the intermediate cases, the willingness-to-pay for a consumer \( W_i(S, g) \) is written in terms of a family of functions \( \lambda_i(S, g) \in [0, 1] \), with \( S \subseteq N \) such that

\[
W_i(S, g) = \lambda_i(S, g) \theta + (1 - \lambda_i(S, g)) \theta_0. \tag{2}
\]

These functions \( \lambda_i(S, g) \) have the following properties:

1. \( \lambda_i(S, g) \leq \lambda_i(S \cup \{j\}, g) \), for any \( j \not\in S \), and \( \lambda_i(S, g) \leq \lambda_i(S, g \cup jk) \), for any \( jk \not\in g \).
2. \( \lambda_i(\emptyset, g) = 0 \) for all \( i \in N \).
3. \( \lambda_i(S, g) = \lambda_i(S\{i\}, g) \), for any \( S \subseteq N \) and any \( i \in S \).

Representing consumer's willingness-to-pay in terms of a convex combination implies that (i) if \( \theta = \theta_0 \) there is no network effect on willingness-to-pay, (ii) network effects are either always positive or always negative, and (iii) their intensity is non-decreasing after a new consumer acquires the good or the network gets more connected. Furthermore, Property 2 says that there are no possible network effects if no one buys the good and Property 3 means that the own network effects are negligible or ignored.

This setting here of network effects on the demand side contrasts with the more traditional modeling of network effects. In the traditional models of network effects consumers are uniformly located in an interval and willingness-to-pay increases in the expected number of other buyers. For example, in Rohlfs (1974) each consumer has a location \( x \) in the interval \([0, 1]\) and obtains a utility \((1 - \beta x)\alpha q^e - p\), where \( q^e \) is the expected number of total consumers, and \( \beta \) and \( \alpha \) are parameters that measure, respectively, the idiosyncratic network effect (depending on location) and the total general network effect. Katz and Shapiro (1985) locate consumers in \((-\infty, A]\), with each consumer \( x \) obtaining a utility from buying equal to \( x + v(q^e) \), where \( v \) is an increasing, concave function of the expected number of consumers. Note that these specifications allow for consumer's heterogeneity with respect to the network effect (Rohlfs) or with respect to the individual willingness-to-pay in the absence of network effects (Katz and Shapiro), but they do not take into account the relative position in the (given) social network, probably due to the atomless nature of consumers. The specification I propose here allows for heterogeneity in
network effects even if these depend only on the total value of buyers, as it has been the case in
the literature of network effects, and also captures direct network effects where the influence on
the consumer’s willingness-to-pay depend on who the other buyers are and how closely related
they are to the given consumer.

2.3 Production
For the sake of simplicity, the good with willingness-to-pay at highest network effect $\theta \geq 0$ is
produced at a marginal cost of $c\theta$, for $0 < c < 1$, with zero fixed costs. By this I mean in
particular that a product that generates positive network externalities ($\theta > \theta_0$) is more costly
to produce than a product that does not generate network effects ($\theta = \theta_0$) or a product that
generates congestion effects ($\theta < \theta_0$).

The expected profit to the producer is then given by

$$\pi(p) = q^d(p)[p - c\theta],$$

where $q^d(p)$ is the expected number of consumers buying one unit of the good (and therefore
the expected demand) when the producer chooses price $p$.

2.4 Equilibrium concept
The equilibrium concept is defined backwards, formalizing first the consumers’ possible demands
from the producer’s point of view. The producer’s objective will consist of maximizing expected
profit.

Definition 2.1 Given $\theta$, $\theta_0$, $g$, and $p$, a subset of consumers $B \subseteq N$ is called a demand
configuration if (i) for every $i \in B$: $\lambda_i(B,g)\theta + (1 - \lambda_i(B,g))\theta_0 \geq p$, and (ii) for every $i \notin B$:

$$\lambda_i(B,g)\theta + (1 - \lambda_i(B,g))\theta_0 < p.$$  

Let $Q(p)$ denote the set of all possible demand configurations $B \subseteq N$. In general there may
be multiplicity of equilibria on the consumers side, which implies that $Q(p)$ typically consists
of several subsets of consumers. Note that the set of equilibria $Q(p)$ depends on $p$ since the
willingness-to-pay of any buyer in $B$, for each $B$ in $Q(p)$, has to be greater or equal than $p$.
Consumers, though, do not build up beliefs about the purchasing decisions of the other
consumers based on the price. They take the identity of the buyers in $B$, as well as price, as
given. Afterwards, we require such a $B$ to be consistent with the utility maximizing behavior
of each member in $B$ and of each member not in $B$. This is why one could say that a demand
configuration is a rational expectations equilibria on the consumers side.

\footnote{The expected number of consumers depends on all the elements of the willingness-to-pay but to avoid abuse of notation they are omitted from the brackets.}
I define the equilibrium as a one shot on the consumers side since (i) what is relevant for the producer is the number of consumers who, at the end of the process, have acquired the good, and not how that happened, and (ii) I do not need to specify an ad-hoc dynamics behind the purchasing process, since there is no possibility for the producer to re-adjust the price. The demand configuration refers to the consumers decision during the time the price does not change.

**Definition 2.2** The producer has network-consistent beliefs if, given \( \theta, \theta_0, \) and \( c, \) the expected number of consumers \( q^d(p), \) for any choice of \( p, \) can be written as the convex combination

\[
\sum_{B \in Q(p)} \rho(B, Q(p)) |B|,
\]

where \( \rho(B, Q(p)) > 0, \) for all \( B \in Q(p), \) and \( \sum_{B \in Q(p)} \rho(B, Q(p)) = 1. \)

Network consistent beliefs is the notion that allows me to deal with the problem of multiplicity of equilibria on the consumer’s side. In other contexts, Arganziano (2008), Ambrus and Arganziano (2009) or Fudenberg and Tirole (2000) have solved the problem of multiplicity of equilibria by applying equilibrium refinements. Here, a refinement would select a member \( B \) in \( Q(p) \) with probability 1. I have no reason to assume that a monopolist would use a particular refinement over another one when computing expected demand. His own beliefs would drive his pricing decision (and eventually quality if there is a decision of that type). All I am assuming is that the producer believes that his final demand would be a set of consumers that form a buyers’ configuration on the consumers’ side.

**Definition 2.3** An equilibrium is a pair \( \mathcal{E} = (p^*, Q^*) \), where \( p^* \) is a non-negative real number and \( Q^* \) consists of subsets of consumers such that

1. The producer chooses price \( p^* \) maximizing expected profit given network-consistent beliefs (Definition 2.2).
2. \( Q^* = Q(p^*). \)

### 3 Results I: Pricing with an exogenous quality

#### 3.1 General \( \lambda \) functions

The following proposition characterizes the pricing decision by the producer for given \( \theta, \theta_0 \) and \( c, \) for simplicity denoted \( p^*. \) I characterize such a pricing decision in terms of the family of \( \lambda \) functions and therefore need to introduce the following definitions. For \( B \subseteq N, \) let \( \lambda_{\text{max}}(B) = \max_{i \in B} \lambda_i(B, g) \) and \( \lambda_{\text{min}}(B) = \min_{i \in B} \lambda_i(B, g) \) be the biggest and the smallest network effect
for consumers inside \( B \), respectively, and let \( \lambda^\text{max} (-B) = \max_{i \notin B} \lambda_i (B, g) \) and \( \lambda^\text{min} (-B) = \min_{i \notin B} \lambda_i (B, g) \) be the biggest and the smallest network effect, resp., for consumers outside \( B \). By definition, \( \lambda^\text{max} (-\emptyset) = \lambda^\text{min} (-\emptyset) = 0 \) and \( \lambda^\text{min} (B) = \lambda^\text{max} (B) = 0 \) if \( B \) is a singleton (recall that by Property 3 agents ignore own network effects). Note that \( \lambda^\text{max} (N) \theta + [1 - \lambda^\text{max} (N)] \theta_0 \) is the highest willingness-to-pay by consumers given the network \( g \). This convex combination is in general different from \( \theta \), unless \( g \) is such that \( \lambda_i (N, g) = 1 \) for at least one \( i \).

**Proposition 3.1** Assume the producer has already chosen a quality level \( \theta \). We have to distinguish three cases.

1. If \( \theta = \theta_0 \) then the price chosen by the monopolist is equal to \( \theta_0 \) and all consumers buy the product.

2. If \( \theta > \theta_0 \) there are two threshold levels for cost \( c_1 < \frac{\theta_0}{\theta} < c_2 \leq 1 \) such that:
   
   (a) If \( c \leq c_1 \) the monopolist chooses a price \( p^* = \theta_0 \).
   (b) If \( c_1 \leq c \leq c_2 \) the monopolist chooses a price \( p^* > \theta_0 \) with \( p^* = \lambda^\text{min} (B) \theta + \left( 1 - \lambda^\text{min} (B) \right) \theta_0 \) for some \( B \subset N \) in \( Q(p^*) \) with \( \lambda^\text{max} (-B) < \lambda^\text{min} (B) \).
   (c) Finally, if \( c \geq c_2 \) then the monopolist prefers not to produce.

3. If \( \theta < \theta_0 \) there is a threshold level for cost \( c_3 > 0 \) such that:

   (a) If \( c \leq c_3 \) the monopolist chooses a price \( p^* < \theta_0 \) with \( p(\theta) = \lambda^\text{max} (B) \theta + (1 - \lambda^\text{max} (B)) \theta_0 \) for some \( B \subset N \) in \( Q(p^*) \) with \( \lambda^\text{max} (B) < \lambda^\text{min} (-B) \), and
   (b) If \( c_3 \leq c \) the monopolist chooses \( p^* = \theta_0 \).

In this case, the monopolist always produces.

Surprisingly, the “premium to quality” for positive network externalities results when the impact of quality on marginal costs lies in a middle range. If such an impact is too high, the monopolist prefers not to produce at all. If it is too low, the monopolist prefers fixing a price equal to \( \theta_0 \) and be sure to sell to all consumers. Recall that for the case of positive externalities a price higher than \( \theta_0 \) could result in no one buying the product. There is a trade-off between higher price and lower demand that depends on the network effect on demand and the particular structure of the producer beliefs. If expectations about no one buying the product are low enough at the optimum (i.e., the monopolist is optimistic enough) increasing the price is always worth it. Technically, all this means that the threshold \( c_1 \) could be negative for certain values of the parameters (see next corollary). The corresponding equilibrium on the consumers side for the optimal choice has to satisfy that the network effects on buyers are bigger than the network effects on the non-buyers. Otherwise, either a non-buyer is willing to pay the price or a buyer paid too much, which cannot happen in equilibrium.
Similarly, the punishment for “congestion effects” results for a low range of the impact of quality on marginal costs. Again, charging lower prices implies a higher expected demand. This effect depends, as before, on the network effects on the demand side and on the structure of producer beliefs. The smaller the negative effect on utilities, the bigger the incentives to lower the price for the producer, as more consumers require a smaller reduction of the price. As in the case of positive externalities, the more optimistic the producer’s beliefs about demand size, the bigger his incentives to lower the price. Technically, all this means that $c_2$ could be bigger than 1.

Finally, the corresponding equilibrium on the consumers side for the optimal choice has to satisfy that the network effects on buyers are smaller than the network effects on any of the non-buyers (as it is negative). The price has to be high enough so that non buyers do not want to buy, but low enough so that buyers agree to purchase the product.

**Corollary 3.2** Consider first the case where $\theta > \theta_0$. If the producer is optimistic enough about demand size at the optimum or if the network effect on willingness-to-pay is big enough, we have that $p^* > \theta_0$. Respectively, when $\theta < \theta_0$ we obtain an equilibrium price $p^* < \theta_0$, provided either the producer is optimistic enough about demand size at the optimum (as before) or if the network effect on willingness-to-pay is small enough.

### 3.2 Particular cases

For any given set of buyers $B$ let the direct neighbors of a given consumer $i$ who belong to $B$ be denoted by $B_i$. Formally, $B_i = \{j \in B \text{ such that } ij \in g\}$.

#### 3.2.1 The Telephone

Let us assume a good such that

1. Each consumer will typically care of how many other **directly connected** consumers are also using the good.

2. The utility extracted from the good is equal to zero if no direct friend is owning a good.

These two ideas mean that

1. $\lambda_i(B) = \lambda_i(B')$ if $B_i$ and $B_i'$ are the same.

2. $\theta_0 = 0$

We can further simplify our family of lambda functions assuming symmetry, anonymity or homogeneity of network effects as:

3. $\lambda_i(B) = f(|B_i|)$, where $f(\cdot)$ is an increasing function.
The condition for $B \in N$ being a demand configuration is $\lambda^{\max}(-B) < \lambda^{\min}(B)$, which in this case means $\max_{i \notin B}|B_i| < \min_{i \in B}|B_i|$. Let us analyze different network structures.

1. The star network

In the case of the star network, any $B$ including the center of the star and not including part of the non-center consumers will satisfy that (i) $\max_{i \notin B}|B_i| = 1$, provided $B \neq N$, and (ii) $\min_{i \in B}|B_i| = 1$, provided $B \neq \emptyset$. Therefore, the monopolist has two possibilities if $\theta > \theta_0 = 0$. He could charge the maximal price among the ones that result in $\max_{i \notin B}|B_i| = 1$, provided $B \neq \emptyset$. Therefore, the monopolist has two possibilities if $\theta > \theta_0 = 0$. He could charge the maximal price among the ones that result in $Q(p) = \{N, \emptyset\}$, which is $p^* = f(1)\theta$, or he does not produce at all. Recall that charging a price equal to 0 implies that all the $n$ consumers buy the product for sure (as $\theta_0 = 0$) but yields negative profits. In the first case, he obtains a profit equal to $\rho n f(1 - c)\theta$, where $\rho$ is the probability that the producer believes that $N$ will be the consumers equilibrium out of $\{N, \emptyset\}$. The optimal decision therefore is $p^* = f(1)\theta > 0$ if $\rho > 0$, $\theta > 0$ and $f(1) > c$.

2. A regular network of degree $k$

This category includes the complete network (when $k = n - 1$) and the circle ($k = 2$). In the case of the regular network, an equilibrium configuration cannot have “holes” according to the network. The condition $\max_{i \notin B}|B_i| < \min_{i \in B}|B_i| = 1$ means in words that, in equilibrium, non-buyers, if they were to buy the good, are worse than buyers. Given the regularity of the network, the highest willingness-to-pay of a non-buyer is at least as good as the worse willingness-to-pay of the buyers, as far as the set of buyers $B$ is nonempty and different from $N$.

For example, let us take the complete network. The number $\max_{i \notin B}|B_i|$ corresponds to $|B_i|$ since everybody is directly connected to everybody else. On the other hand, $\min_{i \in B}|B_i|$ is equal to $|B_i| - 1$, because each member of $B$ is connected to all of the other members of $B$.

In the case of the circle, the number $\max_{i \notin B}|B_i|$ corresponds to a direct neighbor of a buyer, which always exists, given the regularity of the circle, and as far as there is at least one consumer not in $B$. Therefore, $\max_{i \notin B}|B_i| = 1$. But the number $\min_{i \in B}|B_i|$ can only be equal to 2 (i.e., bigger than 1) when $B = N$. Otherwise $\min_{i \in B}|B_i| = 1$.

For the sake of brevity, let us assume $n$ and $k$ are even. Buyers must be adjacent to each other in equilibrium (since otherwise non-buyers surrounded by buyers have a willingness-to-pay as good as the buyers). The number $\max_{i \notin B}|B_i|$ corresponds to the non-buyer adjacent to a buyer in one of the extremes of $B$, who is at least connected to $\frac{k}{2}$ people (say on his right). If $B$ is big enough, he could be connected to some of the buyers who are his direct connections on the other side (say on his left). If $|B| \leq \frac{k}{2}$, then $\max_{i \notin B}|B_i| = |B|$ and $\min_{i \in B}|B_i| = |B| - 1$. If $\frac{k}{2} < |B| < n - \frac{k}{2}$, then $\max_{i \notin B}|B_i| = \frac{k}{2}$ and $\min_{i \in B}|B_i| = \frac{k}{2}$ since the consumer at one of the extremes of $B$ can only be connected to buyers on one of his two sides (say his right too). Finally, if $n - \frac{k}{2} \leq |B|$, then $\max_{i \notin B}|B_i| = k - (n - |B| - 1)$, i.e., all direct connections minus

\footnote{The argument is similar otherwise, assuming the degree $k$ is compatible with a population of size $n$, and replacing $\frac{k}{2}$ by $\frac{k - 1}{2}$.}
all the other non-buyers, and $\min_{i \in B}(B_i) = k - (n - |B|)$, i.e., all direct connections minus all the non-buyers.

Again, the monopolist has two possibilities if $\theta > \theta_0$: charging the maximal price that obtains $Q(p) = \{N, \emptyset\}$, which is $p^* = f(k)\theta$, or not producing at all. The optimal decision therefore is $p^* = f(k)\theta > 0$ if $\rho > 0$, $\theta > 0$ and $f(k) > c$.

3. A core-periphery structure

Recall that the size of the core is equal to $\alpha$. It is easy to see that, apart from $N$ or the empty set as before, we can also obtain equilibria in which only the core is buying the telephone for positive prices. Therefore, the monopolist can choose to charge a price equal to $f(n - 1)\theta$, equal to $f(\alpha - 1)\theta$ or not to produce at all. The corresponding sets of configuration equilibria are $Q(f(n - 1)\theta) = \{N, \emptyset\}$ and $Q(f(\alpha - 1)\theta) = \{A \cup P_1, \emptyset\}$, where $P_1$ is the (possibly empty) set of periphery consumers connected to $\alpha - 1$ members of the core $A$. Assume that $\rho_n = \rho(N, \{N, \emptyset\})$ and $q_\alpha^{\text{e}} = \rho(A \cup P_1, \{A \cup P_1, \emptyset\})|A \cup P_1|$. Hence, $p^* = f(\alpha - 1)\theta$ if $c < f(\alpha - 1)$ and

$$f(\alpha - 1) - c \geq \frac{\rho_n^{\text{e}}}{q_\alpha^{\text{e}}} (f(n - 1) - c).$$

Note that this can only be true if $q_\alpha^{\text{e}} > \rho_n n$. Otherwise, $p^* = f(n - 1)\theta$ if $c < f(n - 1)$.

3.2.2 A standardized market (indirect effects)

Let us now assume a good such that

1. Each consumer cares of how many other consumers in total are also using the good.
2. The utility extracted from the good is equal to zero if nobody else is owning the good.

These two ideas imply that

1. $\lambda_i(B) = \lambda_i(B')$ if the cardinality of $B_i \setminus \{i\}$ is equal to the cardinality of $B_i' \setminus \{i\}$.
2. $\theta_0 = 0$

As before, let us assume some anonymity in the lambda functions so that we can simplify our family of lambda functions as

3. $\lambda_i(B) = f(|B|)$, if $i \notin B$, and $\lambda_i(B) = f(|B| - 1)$, if $i \in B$, where $f(.)$ is an increasing function.

Given our assumptions for a standardized market, $\lambda^{\text{max}}(-B) < \lambda^{\text{min}}(B)$ implies that, for any $B$ that is non empty and different from $N$, $\max_{i \notin B}|B| < \min_{i \in B}|B| - 1$, which is never true. Hence, in equilibrium we can either have everybody buying the good or nobody buying the good, and, independently of the network structure, the optimal decision is then $p^* = f(n - 1)\theta > 0$ whenever $\rho = \rho(N, \{N, \emptyset\}) > 0$ and $c < f(n - 1)$. 
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3.2.3 File sharing

File sharing is a mix of the telephone case and the standardized market case.

1. Each consumer typically cares of how many other consumers in total are also using the good.

2. Each consumer also cares of how many of his friends or direct connections are also using the same good.

3. The utility extracted from the good is equal to zero if nobody else is using the good.

These ideas can be captured by a combination of the telephone and the standardized market. If we simplify the problem by imposing homogeneity we obtain

$$\lambda_i(B) = \gamma f^T(|B_i|) + (1 - \gamma)f^S(|B\setminus\{i\}|),$$

where both $f^T$ and $f^S$ are increasing functions, and $\gamma$ is a real number in $(0, 1)$. Pricing is similar to the case of the telephone, as the standardization effect appears on the utility functions of both buyers and non-buyers. The standardization effect makes the price level higher for each of the possible cases of the telephone.

4 Results II: Endogenizing quality

4.1 General $\lambda$ functions

Assume now the producer could choose a quality $\theta$ before he chooses a price $p(\theta)$. Afterwards, consumers decide to buy or not the product as in a demand configuration and beliefs by the producer about final demand are network consistent. With all these elements, we can say the following about the quality choice by the monopolist.

**Proposition 4.1** Let $\lambda^\text{max}(B)$ and $\lambda^\text{min}(\neg B)$ for any set of buyers $B \subseteq N$ be as defined before. Let $c_0$ be the marginal cost coefficient that makes the producer indifferent between providing a zero quality level and providing $\theta_0$, with corresponding optimal prices. Then $p^* = \lambda \theta^* + [1 - \lambda] \theta_0$, for some $\lambda \in [0, 1]$, and:

1. If $c \geq \lambda^\text{max}(N)$ then $\theta^* = 0$.
2. If $\max_{B \subseteq N; \lambda^\text{min}(B) > \lambda^\text{max}(B)} \lambda^\text{min}(B) < c \leq \lambda^\text{max}(N)$ then:

   $$\theta^* = \begin{cases} 
   0, & \text{if } c \geq c_0, \\
   \theta_0, & \text{if } c \leq c_0.
   \end{cases}$$
3. Finally, if \( 0 < c \leq \max_{B \subset N} \lambda^{\min}(B) > \lambda^{\max}(\neg B) \lambda^{\min}(B) \) then there are threshold levels \( \theta_1 \) and \( \theta_2 \), both multiples of \( \theta_0 \) and greater than \( \theta_0 \), such that, given the same value \( c_0 \) as before:

\[
\theta^* = \begin{cases} 
0, & \text{if } c \geq c_0 \text{ and } \theta^{\max} \geq \theta_1, \\
\theta_0, & \text{if } c \leq c_0 \text{ and } \theta^{\max} \leq \theta_2, \\
\theta^{\max} & \text{either if } c \geq c_0 \text{ and } \theta^{\max} \geq \theta_1, \text{ or if } c \leq c_0 \text{ and } \theta^{\max} \geq \theta_2.
\end{cases}
\]

Proposition 4.1 states the following. If the impact of quality on marginal costs \( c \) is higher than the highest network effect, the producer has no incentives to provide a good with positive network externalities on utility. For intermediate values of \( c \), where the limits depend on the network effects of the market, the producer is willing to provide at most the quality level corresponding to zero network network effect given by \( \theta_0 \). Finally, for low values of \( c \), or, the other way around, for \( \lambda \) functions high enough, the producer chooses \( \theta^{\max} \) if \( \theta^{\max} \) is above a certain threshold level. If \( \theta^{\max} \) is below such a threshold level the the producer will choose quality levels equal to \( \theta_0 \), and viceversa. This parameter \( c_0 \) depends on the structure of the network, and, as shown in a working paper version of this paper, it might not be monotonic on the density of the network.\(^7\)

### 4.2 Particular cases

For the sake of completeness, I provide the solution for the particular cases presented in the previous section. Since all those examples verify that \( \theta_0 = 0 \) we know that \( \theta_1 = \theta_2 = 0 \).

- The telephone market

  1. The star network: \( \theta^* = \theta^{\max} \) if \( c \leq f(1) \) and \( \rho \geq 0 \). Otherwise, \( \theta^* = 0 \).
  2. The regular network of degree \( k \): \( \theta^* = \theta^{\max} \) if \( c \leq f(k) \) and \( \rho \geq 0 \). Otherwise, \( \theta^* = 0 \).
  3. The core-periphery network: \( \theta^* = \theta^{\max} \) if \( c \leq f(n - 1) \) and \( \rho_n \geq 0 \) or if \( c \leq f(\alpha - 1) \) and \( q_{\alpha} \geq 0 \). Otherwise, \( \theta^* = 0 \).

- Standardized market: \( \theta^* = \theta^{\max} \) if \( c \leq f(n - 1) \) and \( \rho \geq 0 \). Otherwise, \( \theta^* = 0 \).

### 5 Conclusion

I have presented a model to study pricing and quality decision under network effects by a monopolist. The main results characterize the choice of price and quality, respectively, by the

\(^7\)One network has higher density than another if everybody has at least the same number of links in the former than in the latter, and at least one agent has strictly more links.
producer in terms of threshold levels for the impact of quality on marginal costs. I obtain that higher prices are associated to higher quality only if network effects are high enough, provided the impact of quality on marginal costs lie in a middle range, or if the monopolist is optimistic enough about the size of final demand. As an implication, the incentives for the monopolist to provide higher valued goods by consumers are positive when the network effect is high enough or the monopolist is optimistic enough about the size of final demand. On the one hand, if the network effect is high enough consumers are ready to pay more as the size of the market increases and on the other hand, if the monopolist is optimistic about the size of final demand, he will expect higher profits from a given quality-price combination. Nevertheless, if marginal costs are low enough the monopolist might prefer charging the lowest price, therefore giving up the premium for quality, in order to capture all the market.
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Appendix

Proposition 3.1 characterizes the choice of price for a given quality, as a function of the parameters. Proposition 4.1 characterizes, respectively, the equilibrium with endogenous quality choice, also as a function of the parameters. As a previous step, Lemma 1 characterizes the structure of the demand configurations for any possible choice of quality and price by the producer. Lemma 1 not only helps proving the results stated in Proposition 3.1 and Proposition 4.1 but it also helps understanding the equilibrium behavior for consumers.

Lemma 1 Let \( \theta \) and \( p \) be the choices of quality and price made by the producer.

1. Assume that \( \theta = \theta_0 \).

   (a) If \( 0 \leq p < \theta_0 \) then \( Q(p) = \{ N \} \) and \( q^d(p) = n \).
   (b) If \( p > \theta_0 \) then \( Q(p) = \{ \theta \} \) and \( q^d(p) = 0 \).

2. Assume that \( \theta > \theta_0 \).

   (a) If \( 0 \leq p < \theta_0 \) then \( Q(p) = \{ N \} \) and \( q^d(p) = n \).
   (b) If \( p > \theta_0 \) then, there exist numbers \( \{ \lambda_k \}_{k=1}^K \) with \( 0 = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_k \leq \ldots \leq \lambda_K \leq 1 \) such that
      
      i. if \( \lambda_k \theta + (1 - \lambda_k) \theta_0 < p \leq \lambda_{k+1} \theta + (1 - \lambda_{k+1}) \theta_0 \) then \( Q(p) \) keeps the same structure and therefore \( q^d(p) = q^H_{k+1} \) is constant, for \( k \leq K - 1 \).
      
      ii. if \( p > \lambda_K \theta + (1 - \lambda_K) \theta_0 \) then \( Q(p) = \{ \theta \} \) and \( q^d(p) = 0 \).

3. Assume that \( \theta < \theta_0 \). Then, there exist numbers \( \{ \lambda_k \}_{k=1}^K \) with \( 0 \leq \lambda_K \leq \lambda_{K-1} \leq \ldots \leq \lambda_1 = \lambda^{\text{max}}(N) \leq 1 \)

   (a) If \( 0 \leq p \leq \lambda_1 \theta + (1 - \lambda_1) \theta_0 \) then \( Q(p) = \{ N \} \) and \( q^d(p) = q^L_1 \) = \( n \).
   (b) If \( \lambda_k \theta + (1 - \lambda_k) \theta_0 < p \leq \lambda_{k+1} \theta + (1 - \lambda_{k+1}) \theta_0 \) then \( Q(p) \) keeps the same structure and \( q^d(p) = q^L_{k+1} \) is constant.
   (c) If \( p > \theta_0 \) then \( Q(p) = \{ \theta \} \) and \( q^d(p) = 0 \).

The proof of Lemma 1 is available at the web appendix.

Proof of Proposition 3.1.

We separate three cases as in Lemma 1.
1. If \( \theta = \theta_0 \) the producer can at most expect a profit of \( n(1 - c)\theta_0 > 0 \) by Lemma 1, which is obtained by choosing a price equal to \( \theta_0 \).

2. If \( \theta > \theta_0 \) let us define \( \Lambda^H \) to be the set \( \{\lambda_k\}_{k=1}^K \) with \( 0 = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_k \leq \ldots \leq \lambda_K \leq 1 \) such that (see Lemma 1)

   (a) if \( \lambda_k \theta + (1 - \lambda_k) \theta_0 \leq p \leq \lambda_k \theta + (1 - \lambda_k) \theta_0 \) then \( Q(p) \) keeps the same structure. By network consistent beliefs we can define \( q(\lambda_{k+1}) = q^d(p) \) when \( \lambda_k \theta + (1 - \lambda_k) \theta_0 \leq p \leq \lambda_{k+1} \theta + (1 - \lambda_{k+1}) \theta_0 \), for each \( k \leq K - 1 \).

   (b) if \( p > \lambda_K \theta + (1 - \lambda_K) \theta_0 \) then \( Q(p) = \{\emptyset\} \) and \( q^d(p) = 0 \).

   With all this, the highest maximum expected profit is given by

   \[
   \max\{n(\theta_0 - c\theta), q^*([\lambda^* - c(\lambda^* - \lambda)]\theta + (1 - \lambda^*\theta_0), n)\}
   \]

   where \( \lambda^* = \max_{\lambda \in \Lambda^H} q(\lambda) \[(\lambda - c)\theta + (1 - \lambda)\theta_0\] \) and \( q^* = q(\lambda^*) < n \).

   Therefore,

   (a) If \( c \leq \frac{\theta_0}{\theta} - \frac{\lambda^* q^*}{n - q^*} \frac{\theta - \theta_0}{\theta} \leq \lambda^* + (1 - \lambda^*) \frac{\theta_0}{\theta} \) the producer’s maximum expected profit is \( n(\theta_0 - c\theta) \), which is obtained by choosing a price equal to \( \theta_0 \).

   (b) If \( \frac{\theta_0}{\theta} - \frac{\lambda^* q^*}{n - q^*} \frac{\theta - \theta_0}{\theta} \leq \lambda^* + (1 - \lambda^*) \frac{\theta_0}{\theta} \) the producer’s maximum expected profit is \( q^*([\lambda^* - c(\lambda^* - \lambda)]\theta + (1 - \lambda^*\theta_0), n) \), which is obtained by choosing a price equal to \( \lambda^* \theta + (1 - \lambda^*\theta_0) \), for \( \lambda^* \in \Lambda^H \). Since \( \theta > \theta_0 \), this price is higher than \( \theta_0 \).

   (c) Finally, if \( c \geq \frac{\theta_0}{\theta} \) the producer’s maximum expected profit is 0, which is obtained by not producing at all.

   By fixing \( c_1 = \frac{\theta_0}{\theta} - \frac{\lambda^* q^*}{n - q^*} \frac{\theta - \theta_0}{\theta} \) and \( c_2 = \lambda^* + (1 - \lambda^*) \frac{\theta_0}{\theta} \) the corresponding statement of Proposition 3.1 follows.

3. If \( \theta < \theta_0 \) let us define \( \Lambda^L \) to be the set \( \{\lambda_k\}_{k=1}^{K+1} \) with \( 0 = \lambda_{K+1} \leq \lambda_K \leq \lambda_{K-1} \leq \ldots \leq \lambda_1 = \lambda^{\max}(N) \) such that (see Lemma 1)

   (a) If \( 0 \leq p \leq \lambda_1 \theta + (1 - \lambda_1) \theta_0 \) then \( Q(p) = \{N\} \) and \( q^d(p) = q(\lambda_1) = n \).

   (b) If \( \lambda_k \theta + (1 - \lambda_k) \theta_0 \leq p \leq \lambda_{k+1} \theta + (1 - \lambda_{k+1}) \theta_0 \) then \( Q(p) \) keeps the same structure. Again by network consistent beliefs we can define \( q(\lambda_{k+1}) = q^d(p) \) for each \( \lambda_k \theta + (1 - \lambda_k) \theta_0 \leq p \leq \lambda_{k+1} \theta + (1 - \lambda_{k+1}) \theta_0 \).

   (c) If \( p > \theta_0 \) then \( Q(p) = \{\emptyset\} \) and \( q^d(p) = 0 \).
With all this, the highest expected profit is given by 
\[ q^* \left[ (\lambda^* - c)\theta + (1 - \lambda^*)\theta_0 \right], \]
for \( \lambda^* = \max_{\lambda \in \Lambda^L} q(\lambda) [(\lambda - c)\theta + (1 - \lambda)\theta_0] \)
and \( q^* = q^d(\lambda^*) < \theta \). Note that \( (\lambda^* - c)\theta + (1 - \lambda^*)\theta_0 > 0 \)
given that \( \theta_0 > \theta \) and \( c < 1 \). This means that the producer always produces in this case. Recall that \( q(0) \geq 1 \) is the expected demand when the price is equal to \( \theta_0 \).

Summarizing,

(a) If \( c \geq \frac{\theta_0}{\theta} - \frac{q^* \lambda^*}{q^d(\theta)} \), the producer’s maximum expected profit is \( q(0)(\theta_0 - c\theta) \), which is obtained by choosing a price equal to \( \theta_0 \).

(b) Otherwise, if \( c \leq \frac{\theta_0}{\theta} - \frac{q^* \lambda^*}{q^d(\theta)} \), the producer’s maximum expected profit is \( q^* \left[ (\lambda^* - c)\theta + (1 - \lambda^*)\theta_0 \right] \), which is obtained by choosing a price equal to \( \lambda^*\theta + (1 - \lambda^*)\theta_0 \), for \( \lambda^* \in \Lambda^L \). Since \( \theta < \theta_0 \), this price is smaller than \( \theta_0 \).

By fixing \( c_3 = \frac{\theta_0}{\theta} - \frac{q^* \lambda^*}{q^d(\theta)} \) the corresponding statement of Proposition 3.1 follows.

This proves Proposition 3.1 ■

Proof of Proposition 4.1.

I provide here a shorter version of this proof. A more detailed version, including proofs for the claims that will follow, is available in the web appendix for the interested reader.

Since quality is endogenous from now on, \( Q(p) \) will be denoted by \( Q(\theta, p) \) and \( q^d(p) \) will be denoted by \( q^d(\theta, p) \). Let \( \pi^*(\theta) \) denote the maximum value of profit for a given quality level \( \theta \) and given consistent beliefs. In other words,

\[ \pi^*(\theta) = \max_p q^d(\theta, p) (p - c\theta). \] (5)

Note first that I can write

\[ \pi^*(\theta) = \begin{cases} 
\pi^*_H(\theta), & \text{if } \theta > \theta_0, \\
\pi(\theta_0), & \text{if } \theta = \theta_0, \\
\pi^*_L(\theta), & \text{otherwise}, 
\end{cases} \]

where \( \pi^*_H(\theta) = \max_p q^d(\theta, p) (p - c\theta) \), \( \pi^*_L(\theta) = \max_p q^d(\theta, p) (p - c\theta) \), and \( \pi(\theta_0) = n(1 - c)\theta_0 \).

The following two claims describe the shape and behavior of the \( \pi^* \) function.

Claim 1. \( \pi^*_H(\theta) \) tends to \( \pi(\theta_0) \) as \( \theta \) tends to \( \theta_0 \) and is continuous on \( (\theta_0, \theta_{\text{max}}) \). Furthermore, there are thresholds \( c_H \) and \( \theta^H \) such that

(i) if \( c_H > c \) and \( \theta_{\text{max}} > \theta^H \) then the function \( \pi^*_H(\theta) \) decreases to the right of \( \theta_0 \) until it reaches a minimum in between \( \theta_0 \) and \( \theta_{\text{max}} \) and increases all the way to the right until it reaches \( \theta_{\text{max}} \), and
(ii) the function $\pi^*_H (\theta)$ is decreasing in $(\theta_0, \theta^{\text{max}}]$ otherwise.

Claim 2. $\pi^*_L (\theta)$ tends to $\pi (\theta_0)$ as $\theta$ tends to $\theta_0$ and it is continuous in $[0, \theta_0)$. Furthermore,

(i) if $c < \lambda^{\text{max}} (N)$ then $\pi^*_L (\theta)$ is increasing in a neighborhood to the left of $\theta_0$, with at most one local minimum in $(0, \theta_0)$, and

(ii) the function $\pi^*_L (\theta)$ is decreasing in $[0, \theta_0)$ otherwise.

From Claims 1 and 2 we can conclude that $\pi^* (\theta)$ is a continuous function, but we need to distinguish several cases. First note that from the proof of Claim 1 the threshold $\lambda^*_H$ is in fact either a $\lambda^{\text{min}} (B)$ or a $\lambda^{\text{max}} (-B)$ for a $B \subseteq N$ that is a demand configuration. By monotonicity of the $\lambda$ functions, $\lambda^{\text{min}} (B) \leq \lambda^{\text{min}} (N) \leq \lambda^{\text{max}} (N)$ and $\lambda^{\text{max}} (-B) = \max_{i \notin B} \lambda_i (B, g) \leq \max_i \lambda_i (N, g) \leq \lambda^{\text{max}} (N)$. This means that if $c > \lambda^{\text{max}} (N)$ then $c$ has to be greater than the threshold $\lambda^*_H$. All this implies that if $c > \lambda^{\text{max}} (N)$ both $\pi^*_H$ and $\pi^*_L$ are decreasing functions on their respective domains. We only then need to consider 2 cases.

1. If $c > \lambda^{\text{max}} (N)$ then the function $\pi^*$ is decreasing in $[0, \theta^{\text{max}}]$.

2. If $\lambda^{\text{max}} (N) \geq c$ then the function $\pi^*$ has a local maximum at $\theta = \theta_0$.

Let $\theta^*$ be the global maximum of $\pi^*$, where $\pi^*$ is defined on the interval $[0, \theta^{\text{max}}]$. Consider case 1. Since the function $\pi^*$ is decreasing on its domain, we know that the only global maximum is $\theta^* = 0$.

Consider now case 2. We have a local maximum of $\pi^*$ at $\theta_0$, $\pi^* (\theta_0) = n (1 - c) \theta_0$. In order to determine whether $\theta_0$ is a global maximum or not, we will have to compare this value with the values at the limits of the interval: $\pi^* (0)$ and $\pi^* (\theta^{\text{max}})$. The value of $c_0$ is found from $\pi^* (0) = \pi^* (\theta_0)$. Afterwards it is easy to check that $\pi^* (0) \geq \pi^* (\theta_0)$ if and only if $c \geq c_0$.

For the case when the function $\pi^*_H$ is decreasing on its domain, we know that the global maximum will be either $\theta_0$ or 0, but never $\theta^{\text{max}}$. For the case when the function $\pi^*_L$ is increasing at some point in its domain, the values $\theta_1$ and $\theta_2$ are defined as the quality levels such that $\pi^* (\theta_1) = \pi^* (0)$ and $\pi^* (\theta_2) = \pi^* (\theta_0)$, both greater than $\theta_0$. If the function $\pi^*_H$ is increasing at some point $\hat{\theta}$ it will never be decreasing at any point $\theta > \hat{\theta}$, so for any $\theta^{\text{max}} \geq \hat{\theta}$ it is true that $\pi^* (\theta^{\text{max}}) \geq \pi^* (0)$ and that for any $\theta^{\text{max}} \geq \theta_2$ it is true that $\pi^* (\theta^{\text{max}}) \geq \pi^* (\theta_0)$. Furthermore, $c \geq c_0$ if and only if $\pi^* (0) \geq \pi^* (\theta_0)$, which in turn implies that $\theta_1 \geq \theta_2$. Summarizing for the case when $\lambda^{\text{max}} (N) \geq c$ we obtain the following.

- if $c \geq c_0$, then $\pi^* (0) \geq \pi^* (\theta_0)$ and $\theta_1 \geq \theta_2$
- if $\theta^{\text{max}} \geq \theta_1$ then $\pi^* (\theta^{\text{max}}) \geq \pi^* (0)$
• if $\theta_{\text{max}} \geq \theta_2$ then $\pi^*(\theta_{\text{max}}) \geq \pi^*(\theta_0)$

$\theta_{\text{max}}$ is the global maximum when $\pi^*(\theta_{\text{max}}) \geq \max\{\pi^*(0), \pi^*(\theta_0)\}$, $\theta_0$ is the global maximum when $\pi^*(\theta_0) \geq \max\{\pi^*(0), \pi^*(\theta_{\text{max}})\}$, and finally, 0 is the global maximum when $\pi^*(0) \geq \max\{\pi^*(\theta_{\text{max}}), \pi^*(\theta_0)\}$. Technical details can be checked, as said before, in the web appendix, where a more detailed version of this proof is available. ■