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Abstract

This paper attempts to contribute to the improvement of decomposition analyses for better policy-making. This is achieved under Shapley (1953)/Sun (1998)'s approach, by taking into account the net entry effect of products. Indeed, we propose to estimate the standard errors of contributions using bootstrapped normal-approximation confidence interval in order to investigate whether or not effects are significantly different from zero at standard significance levels. Therefore, our work introduces a new criterion for the choice of decomposition approaches, so-called accuracy criterion. The application is based on a decomposition of CO2 emissions embodied in China’s bilateral trade (EEBT). The results show that omitting the net entry effect can lead to under- or over-estimates of the contributions, wrong signs and even a wrong order of magnitude of the contributions, and incorrect estimation of the effects’ accuracy. Also, the analyses reveal that the effects may have different accuracy levels and some effects (even those with large magnitude contributions) may be non-significantly different from zero. This implies that there are effects that are not relevant to the explanation of China’s EEBT. Our results therefore suggest that not considering the net entry effect or not being aware of the effects’ accuracy may lead to incorrect economic interpretations and misguided policy-making. Another interesting point arising from the methodology is that the complexity of S/S’s approach, as the number of effects increases, should go hand in hand with the results’ accuracy. Hence, from this standpoint, the S/S’s approach should be preferred when the number of effects is high, contrary to what is stated in the literature.
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1 Introduction

Index decomposition analysis (IDA thereafter), additive or multiplicative, is a commonly used method in the literature to capture the contributions of predefined effects on an aggregate, such as CO2 emissions, energy consumption and energy intensity (see Hoekstra and van den Bergh, 2003; Ang, 2004; Wang et al., 2017a). IDA has gained importance since its adoption in the 1970s by energy researchers to study the impact of structural change and sectoral energy intensity change on industrial energy use (Extensions have been made to study energy demand in other sectors, such as transport, residential, service and the economy as a whole).

Referring to Ang and Zhang (2000); Ang et al. (2003); Ang (2004) and Ang (2015); the use of IDA is no longer limited to the field of energy demand and supply. Since the environment has become a worldwide concern, IDA has emerged as a popular tool to investigate the factors that drive the change in energy-related gas emissions (see Ang and Zhang, 2000; Ang, 2015) and the change in trade-related gas emissions (see Outchiri and He, 2020). With the increasingly focus on sustainable development, IDA has turned out to be a useful analytical technique in the area of material flows and dematerialization in order to capture the relative contribution of each effect (such as resource use intensity) that influence the change in material use in an economy (see Ang et al., 2003; Ang, 2004). New areas of IDA application also include water use, non-energy use, food production etc. (see Ang, 2015). Several national agencies of countries like Canada, USA etc. and international agencies (such as International Energy Agency, World Bank etc.) have used this analysis technique to build energy efficiency appropriate indicators or indices in order to monitor national and worldwide trends in energy efficiency and to track progresses towards the energy efficiency targets (see Ang and Zhang, 2000; Ang et al., 2003; Ang, 2004; Ang et al., 2010; Ang, 2015). Furthermore, IDA has been used in the cross-country comparison analyses to measure the relative contribution of factors that drive differences in energy or environmental aggregates (such as energy consumption and intensity, carbon dioxide emissions and intensity, etc.) and also in other aggregates between two countries or regions (see Ang and Zhang, 2000; Zhang and Ang, 2001; Ang, 2004). Also, while traditionally this technique has been used mainly for retrospective analyses, studies are increasingly using it for prospective analyses (see Ang, 2015).

All in all, it is clear that IDA has been widely adopted in the literature of several fields, especially in the energy and environmental fields as an analytical technique that may help to understand the change in energy, environmental, economic and socio-economic aggregates for policy making at the sectoral, national and international level on different issues. As also mentioned by Ang et al. (2003), the review made by Ang and Zhang (2000) revealed that the majority of studies are oriented towards policy analysis at the sectoral, national or international level. Ang et al. (2003) also discussed the use of IDA in policy design at the national and international level.

IDA includes several approaches that can be grouped into Divisia index, Laspeyres index and others (see Ang, 2004). Usually, the additive form of “Log Mean Divisia Index I” (LMDI I)

---

1The additive decomposition is done on the difference change in an aggregate (For example, CO2 emissions, trade-related emissions, energy consumption, energy intensity etc.), while the multiplicative one is done on its ratio change. For more details see for example Hoekstra and van den Bergh (2003); Ang (2004) and Wang et al. (2017a).

2The recommended Divisia Index-related approaches include: Log Mean Divisia Index I (LMDI I) and Arithmetic Mean Divisia Index (AMDI) in their additive and multiplicative forms. The recommended Laspeyres Index-related
and the Shapley (1953)/Sun (1998) (S/S thereafter) approaches are the additive decomposition approaches preferred or recommended in the literature (see Ang and Zhang, 2000; Ang, 2004, 2015). This preference is due to the fact that these approaches lead to decomposition without residue and present relatively easy computational challenges compared, for example, to Adaptive Perfect Decomposition (so-called mean rate-of-change index) (see Ang and Zhang, 2000; Ang et al., 2003; Ang, 2004). But LMDI I is more used than S/S, mainly because of the simplicity of its formulae. Indeed, the formulae of the S/S approach become more difficult as the number of effects increases, whereas those of the LMDI I approach remain invariant no matter how many effects are involved in the decomposition analysis (see Zhang and Ang, 2001; Ang et al., 2003; Ang, 2004). The concern is that these two additive decomposition approaches tend to provide different results (For example, see the results in Table 2 of Ang and Zhang (2000), Ang et al. (2003) and Ang (2004), those in Table 4 of Hoekstra and van den Bergh (2003) and those in Tables 2-4 of Zhang and Ang (2001)). This difference between the two decomposition approaches was pointed out by Zhang and Ang (2001). In general, Ang (2004) argued that the relative contributions of the effects are approach-dependent and therefore the choice of decomposition approach affects the decomposition analysis results. The same concern was raised by Hoekstra and van den Bergh (2003).

Such sensitivity of results to the approach may be problematic for several reasons. As documented above, IDA has increasingly gained prominence in several fields, and most decomposition studies are policy-oriented. In this respect, the decomposition analysis results (the sign and magnitude of the relative contributions of the effects) are tied to policy initiatives (see Wang et al., 2017a). Accordingly, this would imply that policy-making drawn from the decomposition analysis results could be approach-dependent. This is more troubling insofar as the decomposition analysis results are not supported by a statistic that indicates the accuracy of the results. Dietzenbacher and Los (1998) (DL thereafter) advocated to report results when using their approach (which can be considered to be identical to that of S/S\(^3\)) with statistics (the range relative to the average and the coefficient of variation) that allow to assess the dispersion around the average relative contributions of the effects. Hoekstra and van den Bergh (2003) stated that the minimum and maximum relative contributions of each effect obtained from DL’s approach can be useful to indicate the range of possible relative contributions of each effect. Although these guidelines may be helpful in the results analysis and policy implications, we will remain uncertain about whether the results are accurate or not, at least if they are statistically significant (i.e. significantly different from zero) at standard significance levels (1%, 5% and 10%).

\(^3\)According to DL, when the number of effects is \(n\), there are \(n!\) possible alternative decompositions (they are complete decompositions) that depend on the order in which the decomposition effects are introduced into the analysis. They showed that there is a significant variation in the results depending on the alternative decomposition chosen and it can seriously affect the economic interpretation of the results. They proposed to take the average of all the alternative decompositions and to report the average relative contribution of each effect along with the range relative to the average as well as the coefficient of variation. In doing so, it appears that this approach is identical to that of S/S, because the average relative contribution of each effect obtained using DL’s approach are identical to the relative contribution of each effect obtained when using S/S’s approach (see Hoekstra and van den Bergh, 2003). Therefore, the decomposition results obtained with S/S’s approach can be interpreted as the average decomposition results when applying DL’s approach. So when we use the acronym S/S to refer to the Shapley (1953)/Sun (1998)’s approach, it can also refer to the DL’s approach.
This paper, building on the previous work of Albrecht et al. (2002) (who first introduced Shapley (1953)'s approach in IDA), Sun (1998) and Dietzenbacher and Los (1998), then proposes to estimate the standard errors (or confidence intervals) of each average relative contribution in order to investigate whether or not each effect is significantly different from zero at the standard significance levels. To do so, we use the same statistics (the range relative to the average and the coefficient of variation) as in DL to illustrate that there is substantial variability (created by the n! alternative decompositions) around the average relative contribution of each effect. We therefore use this variability to test the accuracy of the relative contribution of each effect obtained through the S/S’s approach. In order to estimate the standard errors required to perform this test, we propose to use the bootstrapped normal-approximation confidence interval, given that the number of observations (with n effects, we will have n! observations) is finite. This is based on a weak assumption that the estimated distribution of each effect is approximately normal. We discuss this assumption and we conclude that it is approximately true, which is sufficient when estimating standard errors. By doing so, we are able to estimate the statistical significance of each effect at different standard significance levels. As in an additive decomposition, the interpretation of a relative contribution always involves comparing it to zero with respect to its sign and magnitude, so the interpretation of statistical significance is the same as that of a coefficient obtained in standard econometric analysis. As a result, we should now be able to find out whether the relative contribution of each effect is significantly different from zero at standard significance levels, meaning whether or not each effect matters in explaining the phenomenon (i.e. the change in the aggregate) under study.

We address another concern that could lead to erroneous results if not properly handled. To illustrate this, let’s use our application example. In application, we decompose the CO2 emissions embodied in the bilateral trade (EEBT) between China and its partners. Indeed, with increasingly disaggregated databases, particularly at the product level (our database contains 1033 products, traded between China and its 181 partners from 1995 to 2014), it is possible that in a given year a country may exchange a new product (product entry) or no longer exchange a given product (product exit). This movement (entry and/or exit) of products isn’t considered by standard decomposition approaches, in particular that of S/S. However, this yields other effects, namely the entry effect and the exit effect (the difference between them gives the net entry effect), which should be accounted for in order to properly estimate both the relative contribution of the other effects and their statistical significance. As mentioned by Barrows and Ollivier (2016), taking this effect into account remains a challenge.

Our paper contributes to the literature on decomposition analysis in several respects. One of the previous criticisms of decomposition analyses was related to the challenge imposed by the residual part, which is often very high and difficult to interpret (see Sun, 1998). This problem has been solved by proposing decomposition approaches that are residue-free, such as the S/S and LMDI I approaches. This introduced the notion of perfect decomposition, and it has become a criterion for the choice of decomposition approach known as factor-reversal.

---

4Based on Barrows and Ollivier (2016) and Cherniwchan et al. (2017), ignoring the net entry effect could lead to a poor estimate of relative contributions and would also complicate the interpretation of the results. In this study, we argue that, in addition, ignoring the net entry effect could have an impact on the estimation of the statistical significance of the effects.
test (which implies that the approach provides a residue-free decomposition) (see Ang, 2004). Along this methodological improvement route, our work raises another criticism of decomposition analyses and proposes a first solution. Our critique relies on a crucial drawback, stemming from the fact that the decomposition analysis results tend to be approach-dependent, which could make them unreliable. Even if efforts have been made to propose perfect decompositions, this does not solve the problem we raise here. However, knowing whether results are accurate or not helps to strengthen their reliability. Since most decomposition studies are policy-oriented, particularly in the energy and environmental fields, analysts and decision-makers would benefit from being aware of their results’ accuracy and reliability when interpreting them for better policy-making. As a result, more accurate results will help researchers and policy makers to feel more confident with their economic interpretations and policy-making. Therefore, our work extends the criteria for the choice (see the review in next section or Ang (2004)) of the decomposition approach by introducing a significance test of each effect, which we refer to accuracy criterion.

It emerges from our results that omitting the net entry effect can lead to under- or over-estimates of the contributions, wrong signs and even a wrong order of magnitude of the contributions, and incorrect estimation of the effects’ accuracy. Also, significance tests reveal that the effects may have different accuracy levels and some effects (even those with large magnitude contributions) may be non-statistically significant at standard levels. This implies that there are effects (obviously those that are not significantly different from zero) that are not relevant to the explanation of China’s EEBT. Our results therefore suggest that not considering the net entry effect or not being aware of the effects’ accuracy may lead to incorrect economic interpretations and misguided policy-making. An interesting point arising from the methodology is that from the standpoint of the results’ accuracy, the S/S’s approach should be preferred when the number of effects is high (as it should improve the results’ accuracy), contrary to what is stated in the literature.

The rest of our paper is set out in six sections. Section 2 presents a brief review comparing, on the one hand, the IDA and the structural decomposition analysis (SDA thereafter), and on the other hand the LMDI and S/S approaches. Section 3 describes the application case, while Section 4 reviews the decomposition approaches. Section 5 deals with the methodology adopted in order to perform the significance test for each effect. Section 6 reports the results and analyses, and Section 7 concludes the study.

2 Brief comparative review

2.1 IDA versus SDA

To analyze and understand historical changes in environmental and socio-economic indicators, it’s useful to show the drivers that influence changes in these indicators (Hoekstra and van den Bergh, 2003). Structural decomposition analysis (SDA) and index decomposition analysis (IDA) are two techniques\(^5\) for decomposing changes in an indicator (Hoekstra and van den Bergh, 2003; Wang

\(^5\)For a review of the literature and methodology on SDA, the reader can consult for example Hoekstra and van den Bergh (2003); Su and Ang (2012) and Wang et al. (2017a). For the IDA, the reader can consult, for example Ang and Zhang (2000); Hoekstra and van den Bergh (2003); Ang (2004); Su and Ang (2012); Xu and Ang (2013); Ang (2015) and Wang et al. (2017a). For a comparison of the two, the reader can refer to Hoekstra and van den Bergh (2003); Su and Ang (2012) and Wang et al. (2017a).
et al., 2017a). Their objective is to isolate the contributions of predefined determinants on an aggregate, and they allow a better understanding of energy-related and emissions-related themes (Wang et al., 2017a).

SDA uses information from an input-output table (IOT) and can combine it with data at the sectoral level, while IDA only uses data at the sectoral level (see Hoekstra and van den Bergh, 2003; Levinson, 2009; Wang et al., 2017a). Sectoral data exist by year over long series and for a large number of countries, which isn’t the case for reliable IOT. The later has only recently become available on an annual basis for a few countries. Thus, IDA has the advantage of requiring little information and this information is relatively abundant, which makes it possible to carry out more detailed time-series analyses than SDA (see Hoekstra and van den Bergh, 2003). In addition, SDA may exhibit some biases related to the low sectoral disaggregation of IOT6. However, SDA allows more detail in the decomposition of the economic structure by distinguishing more technological effects and final demand effects (see Hoekstra and van den Bergh, 2003). Also, SDA captures the direct and indirect effects of demand (while IDA captures only direct effects), because SDA uses the input-output analysis framework that takes into account indirect effects through Leontief’s inverse (see Wang et al., 2017a; Hoekstra and van den Bergh, 2003).

Regarding methodology and application, there are similarities and differences between the two techniques (Wang et al., 2017a). Wang et al. (2017b) present the links between them. IDA technique can find their equivalence in SDA and vice versa, but as said above they offer different decomposition effects (see Hoekstra and van den Bergh, 2003; Su and Ang, 2012; Wang et al., 2017a). Indeed, for example, both can capture the scale effect of production (measuring the effect of total output) and the intensity effect (the technological effect that captures at the sector level the change in energy use per unit of output) (Hoekstra and van den Bergh, 2003). In addition, SDA can capture the Leontief effect (another technological effect measuring change in the structure of intermediate consumption) and the final demand effect (capturing the change in demand for products in each sector), while IDA can capture the structure effect (measuring the change in the share of production) (see Hoekstra and van den Bergh, 2003). By establishing conceptual links between the two in terms of modeling, Wang et al. (2017a) show that their main difference lies in the way they model the economic structure effect, which means a difference in their methodological foundation. Beyond their difference, the choice between the two depends on the study objective, the user’s interest and the type of data available (Wang et al., 2017a). However, in terms of application, SDA is more specific, more restrictive and narrower, while ADI is more complete, simpler and more flexible to model, and easier to use and apply (Wang et al., 2017a). For these reasons, we will use the IDA framework to illustrate our proposal. However, this proposal can also be very well applied in the context of additive SDA with the S/S’s approach (or DL’s approach).

6Some scholars investigated the sensitivity of the results to sectoral aggregation. Wyckoff and Roop (1994) show that with aggregation, CO2 emissions from manufactured imports are about 30% lower. Jacobsen (2000) shows that in the case of 117 industries in 1992, energy demand is about 7% higher than in a situation with no change in structure and trade balance, while with 27 sectors this energy demand is 19% higher. Lenzen et al. (2004) show that in the case of a Multi-Regional Input-Output, aggregation leads to an increase in the deficit of CO2 incorporated into trade of 0.3 to 3.3 Mt CO2, which is 11 times higher than in the case of disaggregation. Su et al. (2010) investigate the case where input-output data are more disaggregated than energy consumption data, and they find that it is preferable to disaggregate energy consumption data to match the classification of input-output data. However, Lenzen (2011) studies the opposite case and concludes that the alternative of disaggregating input-output data to match the classification of environmental data is preferable to aggregating environmental data. So sectoral aggregation has a significant impact on results and is likely to generate significant errors (Lenzen et al., 2004).
2.2 LMDI I versus S/S

The most popular IDA approaches can be grouped under two headings: those related to the Divisia index (change in logarithm) and those related to the Laspeyres index (percentage change) (Ang, 2004). The Divisia index-related approaches capture the contribution of each effect by the weighted sum of logarithmic growth rates at the entity or sub-aggregate level, while the Laspeyres index-related approaches measure the contribution of each effect by changing only the value of an effect from year 0 to T each time and assigning certain values to all other effects that depend on the specification of the integral path (Wang et al., 2017a). Ang (2004) proposed four criteria (theoretical foundation, adaptability, ease of use and ease of result interpretation)⁷ that can enable us to make a less subjective choice between the different IDA approaches. To evaluate the theoretical foundation of an IDA approach, four tests of index number theory⁸ are used, namely the factor-reversal, time-reversal, proportionality and aggregation tests⁹ (Ang, 2004). The factor-reversal test is the most important and the approaches that pass it are highly desirable (they are recognized as perfect decompositions), because they leave no residue (Ang, 2004). Based on this test, Ang (2004) recommends four IDA approaches that include two Divisia index-related approaches (LMDI I in its multiplicative and additive form)¹⁰ and two other Laspeyres index-related approaches (Modified Fishers ideal index (MFII) multiplicative form¹¹ and S/S additive form). Therefore, in an additive IDA, as in this study, the choice is between LMDI I in its additive form, introduced by Ang et al. (1998) and the S/S’s approach.

The application of LMDI is complicated when data can be zero or negative because of logarithmic weights. Ang and Choi (1997) showed that the results will converge if we replace zeros with small positive values. Ang et al. (1998) presented an alternative to Ang and Choi (1997) by identifying eight cases in which zero values are possible and they propose limit values for each of these cases. Ang (2004) recommends the Ang and Choi (1997) technique, but Wood and Lenzen (2006) showed that this technique is not necessarily robust and can lead to significant errors if the data contain a large number of zeros and/or small values. According to Ang and Liu (2007a), the technique of Ang et al. (1998) is theoretically better, but non-specialists should use that of Ang and Choi (1997). The solutions are more complex in the case of negative data and require careful data processing (see Ang and Liu, 2007b). Ang (2004) recommends that in the case of negative data, the Laspeyres index-related approaches should be used. This means that in the case of additive decomposition, the S/S method should be preferred.

---

⁷The theoretical foundation is based on four tests of index number theory (explained below). Adaptability refers to whether a method is able to manage data with large variations, zero values, or negative values. Ease of use refers to the ease of the application of the method to different problems. The ease of result interpretation is related to the theoretical foundation and the possible links between its additive form and multiplicative form. For more explanations, please refer to Ang (2004).

⁸Please see Fengling (2005) for an explanation of this theory.

⁹The factor-reversal test implies that the approach provides a residue-free decomposition and therefore perfect decomposition analysis. The time-reversal test means that there is a simple reciprocal relationship between the effect’s contribution of a decomposition from 0 to T and that of a decomposition from T to 0. In the case of additive decomposition, this means that the effect’s contribution obtained from a decomposition from 0 to T must be equivalent to the opposite of the one obtained from a decomposition from T to 0. The proportionality test means that if, for example, we multiply the CO2 emission intensities by a positive constant number m, the new contribution of the effect (for example technique effect) will be multiplied by m. The aggregation test means that there is an aggregation relationship that allows a contribution of the effect calculated, for example, in the OECD sub-sample to be aggregated to that calculated in the non-OECD sub-sample, so that the result of this aggregation is equivalent to the contribution of the effect calculated with the whole sample.

¹⁰The reader can find all the variants of LMDI in Ang (2015).

¹¹Known as the “Generalized Fisher Index” for more than two effects (see Ang et al., 2004).
The S/S’s approach is robust to zero and negative values without data transformation. This approach based on Shapley’s value doesn’t require any hypothesis to provide a perfect decomposition (Albrecht et al., 2002). This particularity of S/S’s approach provides a very high degree of adaptability relative to the others. Its additive form instead of multiplicative, and also the fact that it’s residue-free makes it easier to interpret its results. Because additive decompositions facilitate interpretation for non-experts (Hoekstra and van den Bergh, 2003) and the presence of residues causes interpretation problems (Albrecht et al., 2002). Also, an additive decomposition analysis for a total aggregate is easier to present, explain and understand (Wang et al., 2017a). All these characteristics make it easy to use, as it can be applied to several issues related to decomposition analysis. The Shapley’s decomposition approach is symmetrical, i.e. the treatment of the effects is impartial, without making any other theoretical assumptions and allows very complex decompositions (Albrecht et al., 2002). Based on Ang and Zhang (2000); Albrecht et al. (2002); Hoekstra and van den Bergh (2003); Ang et al. (2003); Ang (2004) and Fengling (2005) we can summarize the S/S’s approach theoretical foundation properties as follows: perfect by construction and therefore checks the factor-reversal test, checks the time-reversal test, checks the proportionality test and doesn’t check the aggregation tests. Thus, among the criteria for the choice of a decomposition approach, the S/S’s approach verifies all these criteria, except for the aggregation criterion. There isn’t a decomposition approach that can verify all the criteria (Hoekstra and van den Bergh, 2003; Fengling, 2005), as it has been shown that it’s mathematically impossible for some properties of index number theory to be simultaneously respected by a single index (Hoekstra and van den Bergh, 2003). Hence, the most appropriate approach is usually chosen according to the data and the objectives of the study (Ang and Zhang, 2000; Fengling, 2005).

Despite its advantages, S/S formulae become more complex as the number of effects increases, whereas those of LMDI I are invariant to the number of effects (Ang, 2004). This complexity is most noticeable when the decomposition effects exceed three (3), which is increasingly the case in studies (Ang and Zhang, 2000; Ang, 2004). Especially with very disaggregated data, it is very likely that decomposition analyses will go beyond the standard framework (scale effect, composition effect and technical effect). However, this complexity can be considered as an advantage if we exploit it properly. This is what we are trying to do in this paper.

3 An application case of decomposition analysis

3.1 CO2 emissions embodied in bilateral trade (EEBT)

To present Shapley’s value approach, Sun’s approach and Dietzenbacher and Los’s approach, we consider the example of an IDA of CO2 emissions embodied in China’s bilateral trade (EEBT). Indeed, IDA is increasingly used to capture the determinants of EEBT (see Dong et al., 2010; Wu et al., 2016; Outchiri and He, 2020). We decompose the change in EEBT into several determinants (effects). The decomposition strategy presented here is taken from Outchiri and He (2020), thus readers interested in the details can consult this paper.

---

12 LMDI I additive form verifies the theoretical foundation properties except for the proportionality test (Ang et al., 2009). But it is not robust to non-positive values unless the data are transformed as discussed above.
Let:

\[ EEBT_{ct} = \sum_f \sum_p \left[ \varphi_{cpt} X^f_{cpt} - \varphi_{fpt} M^f_{cpt} \right] \]  

(1)

The indices \( c, f, p \) and \( t \) represent respectively China, China’s trading partners, product and time. The \( \varphi_{cpt} \) (\( \varphi_{fpt} \)) are the emission intensities of country \( c \) (\( f \)), for product \( p \), at time \( t \). The \( X^f_{cpt} \) (\( M^f_{cpt} \)) represent the exports (imports) of China to (from) its partner \( f \) of product \( p \) at time \( t \). Based on He and Jacquemin (2016), equation 1 becomes:

\[ EEBT_{ct} = \underbrace{\sum_f \sum_p \left[ \varphi_{cpt} - \varphi_{fpt} \right] X^f_{cpt}}_{\text{Creations}_{ct}} + \underbrace{\sum_f \sum_p \varphi_{fpt} \left[ X^f_{cpt} - M^f_{cpt} \right]}_{\text{Transfers}_{ct}} \]  

(2)

\( \text{Creations}_{ct} \) and \( \text{Transfers}_{ct} \) represent respectively the new emission creations and the real emission transfers. The new emission creations are also known in the literature as the impact of Chinese exports on global CO2 emissions (see Ding et al., 2018). The \( \text{Creations}_{ct} \) represent the part of China’s EEBT due to the difference between its CO2 emission intensities and those of its partners and the size of exported products. While, the \( \text{Transfers}_{ct} \) refer to the part of China’s EEBT due to China’s trade imbalances and technical efficiency of its partners. If the \( \text{Creations}_{ct} \) are positive, then China’s exports to its trading partners create new emissions (China’s exports increase global CO2 emissions) and vice versa. A positive \( \text{Transfers}_{ct} \) means that there is a transfer of emissions from the partners to China and vice versa.

Three reasons led us to prefer this strategy instead of the standard strategy, widely used in the literature (see Xu and Dietzenbacher, 2014), that separates the EEBT into its two direct components, namely the emissions embodied in exports (EEE) and the emissions embodied in imports (EEI). First, as Outchiri and He (2020) mentioned, splitting the EEBT into \( \text{Creations}_{ct} \) and \( \text{Transfers}_{ct} \) and examine them afterwards helps to better understand the role of trade in environmental issues. Indeed, this strategy helps to address environmental challenges raised by international trade. One of the challenges is that international trade can allow the transfer of emissions from one country to another through trade of products. This is captured by real emission transfers, which reflect the fact that trading partners can take advantage of international trade to reduce their emissions by transferring them to other countries through trade imbalances (in some strategic products). Referring to the pollution haven hypothesis (PHH), another challenge is that international trade can lead to a shift of dirty production towards developing countries because the latter have less strict environmental regulations than developed countries (see Grossman and Krueger, 1991; Antweiler et al., 2001; Copeland and Taylor, 2004). Therefore, since it is assumed that developing countries have higher emission intensities on average than developed countries, this relocation of dirty production should increase international trade-related emissions, especially in developing countries. Hence, this depends on the difference in emission intensities of relocated products between developed and developing countries and the extent of relocation. This part of the EEBT is so-called new emission creations, and it depends on the size of China’s exports and the technical gap between China and its partners.
Secondly, the strategy adopted enables to know whether a country (here China) is increas-
ingly exporting products in which it has an environmental disadvantage (relative high emission
intensities) or not. Whereas, the standard strategy only allows to know whether the country
is increasingly exporting dirty products or not. Assuming that international trade is driven by
comparative advantage, then the strategy adopted here is more suitable for analyzing the issues
raised by international trade-related emissions by contributing to the discussion on PHH.

Thirdly, as we can remark it is possible to have non-positive values because of the difference in
emission intensities between China and its partners and trade imbalances. So as discussed above,
the S/S’s approach is more suitable than LMDI’s approach because the S/S’s approach is robust to
zero and negative values without data transformation. Given that our paper focuses on the S/S’s
approach, such an example is well fitted to highlight the relevance of this decomposition approach.

3.2 The net entry effect

When we consider two years, we have three types of products\(^{13}\): the set of existing and entering
products traded and the set of exiting products that are no longer traded between China and its
partners. Thus, the variation of EEBT can be written as:

\[
\Delta EEBT_{ct} = \Delta Creations_{ct}^{Ex} + \Delta Transfers_{ct}^{Ex} + \left( EEBT_{ct}^{En} - EEBT_{ct}^{So} \right)_{NEE}
\]

Where \(Ex\), \(En\) and \(So\) refer respectively to the set of existing, entering and exiting products.
\([EEBT_{ct}^{En}]\) refers to EEBT due to new products traded between China and its partners, and
\([EEBT_{ct}^{So}]\) represents EEBT due to products that are no longer traded between China and its
partners. A positive (negative) entry effect signifies that the new products traded contribute to
increase (decrease) EEBT, while a positive (negative) exit effect means that products that are no
longer traded help to decrease (increase) EEBT. The difference \([EEBT_{ct}^{En} - EEBT_{ct}^{So}]\) is the net
entry effect (NEE). A positive (negative) net entry effect (NEE) means that the movements in and
out of traded products contribute to increase (decrease) EEBT. However, the full interpretation of
the net entry effect is based on the sign of entry effect and that of exit effect. For example, if the
net entry effect is positive with a positive entry effect and a positive exit effect then this means
that emissions generated by trading new products exceed emission reductions obtained by no longer
trading some products. We argued that failure to account for the net entry effect could lead to bias
when assessing the contributions of other effects.

3.3 Drivers of changes in new creations and real transfers

\(Creations_{ct}^{Ex}\) and \(Transfers_{ct}^{Ex}\) are expressed as in equation (1). We can rewrite them, by focusing
only on existing products, as follows:

\(^{13}\)Existing products mean products that are exchanged in both years. Entering products mean products that are
exchanged only in the current year (new products traded) and exiting products mean products which are exchanged
only in the previous year (base or reference year).
The aim is to isolate the contribution of each effect (driver) in equation (4.1 Contribution of each effect)

\[ Creations_{ct}^{Ex} = \sum_{f} \sum_{p \in Ex} X_{ct}^{f} \left( \frac{X_{ct}^{f}}{C_{ct}^{f}} \right) \times \left( \frac{X_{ct}^{f}}{C_{ct}^{f}} \right) \times (\varphi_{cpt} - \varphi_{fpt}) \]  

\[ Transfers_{ct}^{Ex} = \sum_{f} \sum_{p \in Ex} (X_{ct}^{f} - M_{ct}^{f}) \left( \frac{X_{ct}^{f} - M_{ct}^{f}}{C_{ct}^{f}} \right) \times \left( \frac{X_{ct}^{f} - M_{ct}^{f}}{C_{ct}^{f}} \right) \times (\varphi_{fpt} - \varphi_{fpt}) \]  

The first two right terms of equation (4) are respectively variations of equations 4 and 5. The changes in \( Creations_{ct}^{Ex} \) (see equation 4) can be influenced by four effects: scale effect of exports \( (E_{ct}) \), between-partner composition effect of exports \( (C_1^{f}) \), within-partner (between-product) composition effect of exports \( (C_2^{f}) \) and technical gap effect \( (T_{cpt}) \). Also, the \( Transfers_{ct}^{Ex} \) (see equation 5) can be explained by scale effect of net exports \( (E_{ct}) \), between-partner composition effect of net exports \( (C_1^{f}) \), within-partner (between-product) composition effect of net exports \( (C_2^{f}) \) and a technical effect of partner \( (T_{cpt}) \). Indeed, scale effect captures the impact of China’s total exports (net exports) on EEBT, between-partner composition effect indicates whether or not China’s trade is further shifted towards partners with relative high emission intensities, within-partner (between-product) composition effect captures the fact that China’s trade is further shifted towards clean or dirty products (also provides information on whether or not China is exporting products in which it has an environmental disadvantage), technical gap effect captures the impact of the difference in emission intensities between China and its partners, and technical effect of partner isolates the impact of changes in emission intensities of partners\(^{14}\). Thus, equations 4 and 5 can be rewritten more compactly as follows:

\[ I_{ct}^{Ex} = \sum_{f} \sum_{p \in Ex} E_{ct} \times C_1^{f} \times C_2^{f} \times T_{cpt}^{f} \]  

Where \( I = \{ Creations, Transfers \} \). The expressions of the four effects (drivers) are defined as above in equations 4 and 5 depending on \( I = \{ Creations, Transfers \} \).

## 4 Shapley/Sun’s decomposition approach

### 4.1 Contribution of each effect

The aim is to isolate the contribution of each effect (driver) in equation 6 depending on \( I = \{ Creations, Transfers \} \). After applying the decomposition strategy to equation 6, we will obtain the following relationship:

\[ \Delta I_{ct}^{Ex} = \Delta I_{Ect} + \Delta I_{C1ct} + \Delta I_{C2ct} + \Delta I_{Tct} \]  

\( \Delta I_{Ect}, \Delta I_{C1ct}, \Delta I_{C2ct} \) and \( \Delta I_{Tct} \) represent the contribution of \( E_{ct}, C_1^{f}, C_2^{f} \) and \( T_{cpt}^{f} \) depending on \( I = \{ Creations, Transfers \} \). Equation 7 completes equation 3 by providing the expressions of \( Creations_{ct}^{Ex} \) and \( Transfers_{ct}^{Ex} \). To estimate the contributions in equation 7, we

\(^{14}\)Since the purpose of this paper is not the interpretation of these different effects, but rather how to properly capture the contributions of these effects, we do not go into the details regarding what each effect means. To find out more about these different effects, we refer readers to Outchiri and He (2020).
present the Sun’s approach, the Shapley’s value approach and the Dietzenbacher and Los’s approach for additive decomposition.

4.2 Sun’s approach

Sun’s approach is also known as the refined Laspeyres index (see Ang and Zhang, 2000). This approach has solved the residue treatment problem faced by most ex-ante decomposition studies. Some studies have omitted the residue, introducing a significant estimation error and others call it the interaction effect which leaves the reader with a new puzzle (Sun, 1998). Based on the Laspeyres index we will have:

\[
\Delta I_{Ect} = \sum_{f} \sum_{p \in Ex} \Delta E_{ct} C_{fct}^{I} C_{cp0}^{f} T_{cp}^{f}
\]

(8)

\[
\Delta I_{C1ct} = \sum_{f} \sum_{p \in Ex} E_{ct} \Delta C_{1ct}^{I} C_{cp0}^{f} T_{cp}^{f}
\]

(9)

\[
\Delta I_{C2ct} = \sum_{f} \sum_{p \in Ex} E_{ct} \Delta C_{1ct}^{I} C_{cp0}^{f} T_{cp}^{f}
\]

(10)

\[
\Delta I_{Tct} = \sum_{f} \sum_{p \in Ex} E_{ct} C_{1ct}^{f} C_{2cp}^{f} \Delta T_{cp}^{f}
\]

(11)

Referring to equation 7 and equations 8 to 11, this decomposition will not be perfect, because it leaves the following residue:

\[
Residuet = \Delta I_{ct}^{Ex} = [\Delta I_{Ect} + \Delta I_{C1ct} + \Delta I_{C2ct} + \Delta I_{Tct}]
\]

\[
= \sum_{f} \sum_{p \in Ex} (\Delta E_{ct} \Delta C_{1ct}^{I} C_{cp0}^{f} T_{cp}^{f}) + \Delta E_{ct} C_{1ct}^{f} C_{cp0}^{f} \Delta T_{cp}^{f}
\]

\[
+ \Delta E_{ct} C_{1ct}^{f} C_{2cp}^{f} \Delta T_{cp}^{f} + E_{ct} \Delta C_{1ct}^{I} C_{cp0}^{f} T_{cp}^{f} + E_{ct} \Delta C_{1ct}^{I} C_{cp0}^{f} \Delta T_{cp}^{f}
\]

\[
+ E_{ct} C_{1ct}^{f} \Delta C_{1ct}^{I} C_{cp0}^{f} \Delta T_{cp}^{f} + \Delta E_{ct} \Delta C_{1ct}^{I} C_{cp0}^{f} \Delta T_{cp}^{f} + \Delta E_{ct} \Delta C_{1ct}^{I} C_{cp0}^{f} \Delta T_{cp}^{f}
\]

\[
+ \Delta E_{ct} C_{1ct}^{f} C_{2cp}^{f} \Delta T_{cp}^{f} + E_{ct} \Delta C_{1ct}^{I} C_{cp0}^{f} \Delta T_{cp}^{f}
\]

\[
+ \Delta E_{ct} \Delta C_{1ct}^{I} C_{2cp}^{f} \Delta T_{cp}^{f}
\]

(12)

To achieve perfect decomposition, Sun (1998) proposes to distribute this residue according to the principle of “jointly created and equitably distributed”. For example, the first right term in equation 12 was “jointly created” by the effects $E_{ct}$ and $C_{1ct}^{f}$, because they are the ones that vary while the others are constant. Consequently, this term will be “equitably distributed” between the contributions of the two effects, thus added to equation 8 and 9. By applying this principle to all the other right-hand terms of equation 12, we will obtain the versions of equations 8 to 11 that lead to a perfect decomposition. Equation 13 below is the version of equation 8, which allows a perfect decomposition. This equation gives the contribution of scale effect of exports (or net exports). The approach is symmetrical, then the other equations can be deduced from equation 13.
\[
\Delta I_{E_{ct}} = \frac{1}{24} \sum_{f} \sum_{p \in Ex} (6 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f + 2 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f + 2 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f)
\]

\[
+ 2 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f + 2 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f + 2 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f
\]

\[
+ 2 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f + 2 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f + 6 \times \Delta E_{ct} C_{1c}^f C_{2cp}^f T_{cp}^f)
\]

(13)

Sun (1998) provided a general formula for n-effects. The assumption is that there’s no reason to do otherwise, even if the validity of this principle isn’t proven (Albrecht et al., 2002). This limitation of Sun’s principle has led Albrecht et al. (2002) to introduce an IDA approach which is perfect by construction based on Shapley’s value.

4.3 Shapley’s value approach

Shapley (1953), based on three axioms (symmetry, nullity and additivity), proposes a unique solution (the Shapley’s value) to the problem of distribution of gains among players in a cooperative game (with possibility of coalition) with transferable utility. The Shapley’s value gives the real power of any player, and in the case of a decomposition analysis this value gives the real contribution of each effect. The idea, in the case of n players (effects in the case of an IDA), is to make n! calculations of the contributions of each player depending on the order in which the players are introduced into the calculations and to take the average of these contributions at the level of each player. This yields the average contribution of each player (effect in the case of an ADI). Thus, the Shapley’s value is independent of the order in which the effects are introduced into the analysis and also leaves no residue by construction (Albrecht et al., 2002). Albrecht et al. (2002) are the first to mention the similarities between the problem of cooperative game theory and the one addressed by decomposition analysis. They apply the Shapley’s value approach for a perfect decomposition of carbon emissions.

The Shapley’s value applied to calculate the contribution of scale effect of exports (or net exports) in our example is as follows:

\[
\Delta I_{E_{ct}} = \sum_{s=1}^{4} \frac{(s-1)!(4-s)!}{4!} \sum_{S: E_{ct} \in S, |S|=s} [I_{E_{ct}}^E(S) - I_{E_{ct}}^E(S - E_{ct})]
\]

(14)

Where \(I_{E_{ct}}^E(S)\) refers to the function as defined in equation 6, in which the elements of S (so-called the possible coalitions of \(E_{ct}\)) use only the data from period t, i.e. the current year. While all other elements use data from year 0, i.e. the base or reference year (in our case, 1995 is the reference year). We have eight (8) possible definitions of S:

\[
S = \left\{ (E_{ct}), (E_{ct}, C_{1c}^f), (E_{ct}, C_{2cp}^f), (E_{ct}, T_{cp}^f), (E_{ct}, C_{1c}^f, C_{2cp}^f), (E_{ct}, C_{1c}^f, T_{cp}^f), (E_{ct}, C_{1c}^f, C_{2cp}^f, T_{cp}^f) \right\}
\]

Thus, equation (14) becomes:

---

[15] Symmetry means that each effect must be treated symmetrically, nullity imposes a zero contribution to effects that don’t contribute to any coalition, and additivity means that the contributions obtained from each coalition can be summed to obtain the total contribution of an effect.
\[ \Delta I_{-E_{ct}} = \begin{cases} \frac{1}{4} \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c0}^{f} C_{2c0}^{f} T_{cpt}^{f} & \text{if } S = (E_{ct}) \\ \frac{1}{4} \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c0}^{f} C_{2c0}^{f} T_{cpt}^{f} & \text{if } S = (E_{ct}, C_{1c}^{f}) \\ \frac{1}{2} \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c0}^{f} C_{2c}^{f} T_{cpt}^{f} & \text{if } S = (E_{ct}, C_{2c}^{f}) \\ \frac{1}{2} \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c0}^{f} C_{2c}^{f} T_{cpt}^{f} & \text{if } S = (E_{ct}, T_{cpt}) \\ \frac{1}{2} \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c}^{f} C_{2c}^{f} T_{cpt}^{f} & \text{if } S = (E_{ct}, C_{1c}^{f}, C_{2c}^{f}) \\ \frac{1}{2} \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c}^{f} C_{2c}^{f} T_{cpt}^{f} & \text{if } S = (E_{ct}, C_{1c}^{f}, T_{c}^{f}) \\ \frac{1}{2} \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} & \text{if } S = (E_{ct}, C_{2c}^{f}, T_{c}^{f}) \\ \frac{1}{4} \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} & \text{if } S = (E_{ct}, C_{1c}^{f}, C_{2c}^{f}, T_{c}^{f}) \end{cases} \tag{15} \]

With the additivity property, we can sum the eight (8) elements of the equation 15. After a few manipulations, the result is identical to equation 13. The symmetry property allows us to derive the contributions of other effects in the same way or directly from equation 13. Since the sum of the contributions of the effects is equal to the decomposed aggregate (see equation 7), then the decomposition will be perfect by construction.

### 4.4 Dietzenbacher and Los’s approach

Dietzenbacher and Los (1998) proposed an additive SDA approach, and Hoekstra and van den Bergh (2003) proposed an implementation of the latter in IDA. From equation 6, an additive decomposition analysis of changes in EEBT can be obtained as follows:

\[
\Delta I_{E_{ct}}^{Ex} = \sum_{j} \sum_{p \in \mathbf{Ex}} \left( E_{ct} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} - E_{ct} C_{1c}^{f} C_{2c0}^{f} T_{c}^{f} \right) 
= \sum_{j} \sum_{p \in \mathbf{Ex}} \left( \Delta E_{ct} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} + E_{0} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} - E_{0} C_{1c}^{f} C_{2c0}^{f} T_{c}^{f} \right) 
= \sum_{j} \sum_{p \in \mathbf{Ex}} \left( \Delta E_{ct} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} + E_{0} \Delta C_{1c}^{f} C_{2c}^{f} T_{c}^{f} + E_{0} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} - E_{0} C_{1c}^{f} C_{2c0}^{f} T_{c}^{f} \right) 
= \sum_{j} \sum_{p \in \mathbf{Ex}} \left( \Delta E_{ct} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} + E_{0} \Delta C_{1c}^{f} C_{2c}^{f} T_{c}^{f} + E_{0} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} + E_{0} C_{1c}^{f} \Delta C_{2c}^{f} T_{c}^{f} \right. \\
+ E_{0} C_{1c}^{f} C_{2c0}^{f} T_{c}^{f} - E_{0} C_{1c}^{f} C_{2c0}^{f} T_{c}^{f} \right) 
= \sum_{j} \sum_{p \in \mathbf{Ex}} \Delta E_{ct} C_{1c}^{f} C_{2c}^{f} T_{c}^{f} + \sum_{j} \sum_{p \in \mathbf{Ex}} E_{0} \Delta C_{1c}^{f} C_{2c}^{f} T_{c}^{f} \right. \\
+ \sum_{j} \sum_{p \in \mathbf{Ex}} E_{0} C_{1c}^{f} \Delta C_{2c}^{f} T_{c}^{f} + \sum_{j} \sum_{p \in \mathbf{Ex}} E_{0} C_{1c}^{f} C_{2c0}^{f} \Delta T_{c}^{f} \tag{16} \]

The right-hand of equation 16 provides the contribution of each effect (in order \( \Delta I_{-E_{ct}} \), \( \Delta I_{-C_{1c}} \), \( \Delta I_{-C_{2c}} \) and \( \Delta I_{-T_{ct}} \)). However, this solution isn’t unique, because it depends on the order in which the effects are introduced into the analysis (see Dietzenbacher and Los, 1998). Dietzenbacher and Los specify that with \( n \) effects there are \( n! \) decomposition forms. In our case we have four (4) effects, so 24 decomposition forms are possible, and 24 contributions for each effect depending on these decomposition forms. For example, we can decide to start the previous decomposition procedure from the last effect to the first, exactly the opposite of what is done in equation 16. In this way, the corresponding decomposition form will be:
The contribution of each effect obtained following Los’s approach is an average contribution when using the 24 decomposition forms of Dietzenbacher and Los’ approach. For the scale effect of exports (or net exports), equations (13 and 15) show that the contribution of this effect is an average of 24 items (hereafter referred as intermediate contributions).

\[
\Delta I_{cl}^{Ex} = \sum_{j \in Ex} \sum_{f \in Ex} \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f} + \sum_{j \in Ex} \sum_{f \in Ex} E_{cl} \Delta C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f} + \sum_{j \in Ex} \sum_{f \in Ex} E_{cl} C_{1cl}^{f} \Delta C_{2cp0}^{f} T_{cp0}^{f} + \sum_{j \in Ex} \sum_{f \in Ex} E_{cl} C_{1cl}^{f} C_{2cp0}^{f} \Delta T_{cp0}^{f} \tag{17}
\]

From equations 16 and 17, we can see different contributions for the same effect. Dietzenbacher and Los showed that the results are sensitive to the form of decomposition adopted in the analysis. They named equations 16 and 17 as the two polar decomposition forms. To solve this non-uniqueness problem, they propose to take for each effect the average of the contributions provided by the so-called polar decompositions. The reason is that this average is quite close to that obtained when using the contributions provided by the 24 decomposition forms. The contribution of each effect in these polar forms are mirror images of each other, i.e. opposite weights with respect to time, and they are not unique (Haan, 2001). As presented by Haan (2001), in 24 decomposition forms we will have 12 pairs of mirror images. Haan (2001) sensitivity analysis shows that any of the 12 mirror image pairs provide results that are quite close to that of the 24 decomposition forms. However, the averages from the 24 decomposition forms have a similar weighting structure, with respect to time, which is not the case for those obtained when using one of the 12 mirror image pairs. In other words, using the 24 decomposition forms to obtain the average contribution of each effect makes the approach symmetrical. This avoids arbitrary weight structure problem, raised by Jacobsen (2000), and allows mutual comparability between the different effects (see Jacobsen, 2000; Haan, 2001).

The average contribution of the scale effect when using the 24 decomposition forms is identical to equation 13. Since in this case the approach is symmetric, then one can easily deduce the average contributions of other effects. These average contributions will be identical to the contributions obtained under the two previous decomposition approaches.

### 5 Statistical precision: significance test of effects

We can notice that the contribution of each effect obtained following Shapley’ value and Sun’s approaches is an average contribution when using the 24 decomposition forms of Dietzenbacher and Los’s approach. For the scale effect of exports (or net exports), equations 13 and 15 show that the contribution of this effect is an average of 24 items (hereafter referred as intermediate contributions). To refer to Dietzenbacher and Los’s approach, each of these intermediate contributions is derived from one of the 24 decomposition forms. These intermediate contributions (based on the weights of Laspeyres or Paasche) are presented in the formula 18.

\[
\sum_{j \in Ex} \sum_{f \in Ex} \left\{ \begin{array}{l}
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \Delta E_{cl} C_{1cl}^{f} C_{2cp0}^{f} T_{cp0}^{f}, \\
\end{array} \right\}
\tag{18}
\]

This formula provides the database for calculating the average contribution of the scale
effect of exports (or net exports) and estimating its statistical precision. By symmetry, we can easily find the databases for other effects. After identifying the intermediate contributions for each effect, it is necessary to show that there is variability between them. Otherwise, this would mean that any of the intermediate contributions would be a good estimate of the average contribution of the effect. Therefore, it would no longer be important to estimate the accuracy of the average contribution of the effect. As in Dietzenbacher and Los (1998), we will use the range (Maximum-Minimum) relative to the average and the coefficient of variation to analyze the dispersion of these intermediate contributions around the average contribution of each effect. In the case of high dispersion, then it would be important to know whether the average contribution of each effect is significantly different from zero or not. Indeed, additive decomposition studies currently identify the relevance of an effect only through its relative magnitude and the sign of its contribution. By doing so, studies can provide an economic misinterpretations and thereby propose “incorrect” policies, simply because the contribution of an effect may be statistically non-significant (i.e not significantly different from zero at standard significance levels). Thus, the accuracy of the average contribution of each effect allows researchers to be more cautious in analyzing the results and decision-makers to be aware of the margin of error of results they use to implement policies.

To achieve this, we need to construct confidence intervals (CI) for the average contribution of each effect as in equation 19. The distribution of the average contribution of each effect is unknown. When the distribution of a parameter (in our case the effect) is unknown, one possibility is to use the approximation to the normal distribution (see Poi, 2004). Indeed, at a significance level α, the equation 19 presents the CI for the average contribution of each effect:

\[
CI = \left[ \bar{\theta} \mp Z_{1-\frac{\alpha}{2}} \times \hat{\sigma}_{\bar{\theta}} \right]
\] (19)

Where \( \hat{\theta} = [\Delta I_{E_{ct}} \Delta I_{C1_{ct}} \Delta I_{C2_{ct}} \Delta I_{T_{ct}}] \) a line vector of the average contributions of the four effects depending on \( I = \{\text{Creation}, \text{Transfers}\} \), and \( \hat{\sigma}_{\bar{\theta}} = [\sigma_{\Delta I_{E_{ct}} \Delta I_{C1_{ct}} \Delta I_{C2_{ct}} \Delta I_{T_{ct}}}] \) a line vector of standard errors of average contributions. \( Z_{1-\frac{\alpha}{2}} \) is the \((1-\alpha/2)\) quantile of the standard normal distribution. The method or hypothesis adopted for the estimation of \( \hat{\sigma}_{\bar{\theta}} \) depends on the number of observations \( N \) (see Poi, 2004). Indeed, \( \hat{\sigma}_{\bar{\theta}} \) can be estimated based on the asymptotic normal distribution, when \( N \) tends to infinity. However, the hypothesis of a student distribution can be used when \( N \) is small. In the case of finite \( N \), as in our case \( N = 24 \), the estimate of \( \hat{\sigma}_{\bar{\theta}} \) from asymptotic distributions may have poor results. Instead, the estimate of \( \hat{\sigma}_{\bar{\theta}} \) can be obtained by the following sample standard deviation formula:

\[
\hat{\sigma}_{\bar{\theta}} = \left[ \frac{1}{K-1} \sum_{k=1}^{K} (\hat{\theta}_k - \bar{\theta}) \right]^{\frac{1}{2}}
\] (20)

Where \( \{\hat{\theta}_k\}_{k=1}^{K} \) are \( \hat{\theta} \) calculated with the bootstrap sample, \( K \) the number of replications and \( \bar{\theta} = \frac{1}{K} \sum_{k=1}^{K} \hat{\theta} \). Bootstrap is a technique that consists of randomly drawing a sample of 24 observations from the database \( (N = 24) \) and calculating \( \hat{\theta} \) associated with this sample. This process is repeated \( K \) times and we obtain at the end of the process \( \{\hat{\theta}_k\}_{k=1}^{K} \) and their average \( \bar{\theta} \). This allows us to adequately estimate \( \sigma_{\bar{\theta}} \) by \( \hat{\sigma}_{\bar{\theta}} \). Therefore, equation 19 becomes:

\[
CI = \left[ \bar{\theta} \mp Z_{1-\frac{\alpha}{2}} \times \hat{\sigma}_{\bar{\theta}} \right]
\] (21)
This CI is known as “bootstrapped normal-approximation confidence interval”\(^\text{16}\) (see Poi, 2004). With this method, according to Stata’s manual on bootstrap method (see Stata, 2013), we do not need a very good estimate of the sample distribution, obtained through the bootstrap distribution, when we only want to estimate \(\sigma_\theta\). This is very important because the method is based on the assumption that the sample distribution estimated by the bootstrap distribution of \(\{\hat{\theta}_k\}_{k=1}^K\) is approximately normal. Thus, since IC are based on standard errors, the CI estimate can be considered acceptable if the assumption of a normal distribution is approximately true (see Stata, 2013). Thus, we will present the densities estimated with bootstrap samples in order to compare them to normal density.

In an additive decomposition, the interpretation of the contribution of each effect is made with respect to zero. Therefore, the intuition and interpretation of CI are the same as in an econometric analysis where we have the CI of each coefficient, or as for the CI of an average. If the p-value related to the CI of an effect is below the significance level (\(\alpha\)), then the average contribution of this effect is statistically significant (i.e significantly different from zero) at this significance level.

The number of observations of the initial sample (here \(N = 24\)) and the number of replications (here \(K\)) are very important for the accuracy of bootstrap estimator (see Stata, 2013). The number of observations in the Shapley/Sun’s approach increases with the number of effects. As mentioned above, with \(n\) effects, we will have \(n!\) observations for the calculation of the average contribution of each effect. The estimation of the accuracy of each effect will be based on this \(n!\) observations. This is an interesting point, as the average contribution of each effect should be more accurate when the number of effects is high. Therefore, the complexity of the Shapley/Sun’s formula when the number of effects becomes large should not only be seen as a disadvantage, but also as a valuable advantage, as it should improve the results’ accuracy. Consequently, unlike what is recommended or preferred in the literature, Shapley/Sun’s approach should be preferred when the number of effects is large. Concerning the number of replications (\(K\)), the ideal would be to choose \(K\) as high as possible, but in practice it is necessary to arbitrate between accuracy and time cost to obtain results (see Poi, 2004). However, for the estimation of standard errors and the estimation of CI according to normal approximation, 50 to 200 replications are sufficient for an adequate estimation, although replications around 1000 produce better estimates (see Stata, 2013). In this paper, we have chosen a replication number (\(K = 5000\)) beyond this recommendation to ensure good estimates.

Overall, we believe that the ability of this approach (S/S) to provide the accuracy of each effect is a significant advantage that researchers should consider when choosing the decomposition approach for their studies. In this line, we therefore introduce a new criterion for the choice of an additive decomposition approach, which we refer to as “accuracy criterion”. In other words, we extend the list of selection criteria proposed by Ang (2004), presented above, from 4 to 5 criteria.

6 Application results

For the application, we use the database of Outchiri and He (2020). This database includes information on physical data of bilateral trade (in kg of export and import) between China and 181 trading

\(^{16}\)See Poi (2004) for alternative methods.
partners (see Appendix A) at the level of 1033 products from 1995 to 2014, and the product-level emission intensities (in kg of CO2/kg of product) which vary across countries and over time\textsuperscript{17}.

6.1 Does net entry effect matter for effects’ contribution estimation?

Figure 1 presents the entry effect, exit effect and net entry effect of traded products. Before 2000, the entry and exit effect are either zero or negligible, resulting in a negligible net entry effects. From 2000 onwards, the entry effect is positive and is greater than the exit effect. This led to a positive net entry effect that may have an impact on decomposition results if it is not accounted for in the analysis. We compare the results obtained without the net entry effect to those obtained with this effect to highlight how not considering this effect can affect the decomposition analysis results.

Note: Entry effect represents the part of EEBT due to new products traded. Exit effect refers to the part of EEBT due to products that are no longer traded. The difference between the first and the second represents the net entry effect.
Source: Author.

Figure 1: Entry effect, Exit effect and Net entry effect.

Appendix B (see Table 4) provides the changes in EEBT, the changes in the new emission creations and those in real emission transfers depending on whether or not the net entry effect is taken into account. This appendix also reports information on both the contribution of the net entry effect and the number of products in the set of existing, entering and exiting products each year. To facilitate the comparison of the results obtained with versus without the net entry effect, this appendix sets out the “change rate”\textsuperscript{18} of the contribution of new emissions creations

\textsuperscript{17}Outchiri and He (2020) used three data sources to build their database. The product-level bilateral trade data come from BACI database of CEPII (2016). Gaulier and Zignago (2010) provide more information on this bilateral trade database. To compute product-level emission intensities which vary across countries and over time, Outchiri and He (2020) used countries’ CO2 emission intensities from 1995 to 2014 (sourced from WDI (2017)) to adjust world average ecological footprint coefficients of products (sourced from Sato (2014)) under the assumption that for a given country all products are subject to identical technical progress, which is reflected by the country’s overall technical progress. More details on the construction of the database can be found in Outchiri and He (2020).

\textsuperscript{18}The change rate of the contribution of new emission creations is computed as the difference between the $\Delta Creations$ (respectively $\Delta Transfers$) obtained with net entry effect and that obtained without net entry effect divided by the $\Delta Creations$ (respectively $\Delta Transfers$) obtained without net entry effect. For example, if the change rate of the contribution of new emission creations is 10\% (respectively \textsuperscript{-10\%}), this would mean that taking into account
The results in Appendix B (see Table 4) reveal that omitting net entry effect can lead to under- or overestimation of the contribution of new emission creations ($\Delta\text{Creations}$) and that of real emission transfers ($\Delta\text{Transfers}$). Indeed, we can observe that the change rate of $\Delta\text{Creations}$ and/or $\Delta\text{Transfers}$ for some years such as 2000, 2001, 2002, 2003 and 2014 are very high. For example, in 2001, compared to 1995, EEBT decreased by 32.03 Mt of CO2. If we do not consider the net entry effect, this reduction in EEBT can be explained by a reduction in new emission creations of 52.53 Mt of CO2 combined with an increase in real emission transfers of 20.50 Mt of CO2. However, when we consider the net entry effect, we note that the reduction in EEBT in 2000 is due to a reduction in new emission creations of 74.03 Mt of CO2 together mainly with a positive contribution of the net entry effect of 31.65 Mt of CO2 followed by an increase in real emission transfers of 10.34 Mt of CO2. As a result, when the net entry effect is included, the contribution of new emission creations increased by 40.92%, while that of real emission transfers decreased by 49.54%. In other words, failure to consider the net entry effect will lead to a large underestimation of the contribution of new emission creations and a considerable overestimation of that of real emission transfers. The same reasoning allows us to conclude to an underestimation of the contribution of new emission creations in 2000 and 2002, and an overestimation (respectively underestimation) of the contribution of real emission transfers in 2000 and 2014 (respectively in 2002 and 2003). For other years, we can also observe changes but they are relatively very small. Thus, this first analysis suggests that whether or not we consider the net entry effect could have an impact on the decomposition results.

Tables 1 and 2 show the decomposition results (without and with taking into account the net entry effect) for new emission creations and real emission transfers. As previously, to facilitate comparison of the decomposition results between with and without the net entry effect, Table 3 reports the “change rate” of the contribution of each effect. First, not surprisingly, we notice that with low entry and exit of products leading to a negligible net entry effect, such as from 1996 to 1999 (see Figure 1 and Table 4 in Appendix B), whether or not the net entry effect is taken into account does not appear to affect the decomposition results (see for example Tables 1 and 2 from 1996 to 1999). This is directly observed in Table 3, where the change rates of the contributions of each effect are roughly zero from 1996 to 1999.

Second, for other years where the movements (entry and exit) of products are relatively larger, we can find evidence that although the net entry effect is smaller than that of most other effects presented in Tables 1 and 2, it even influences the decomposition results. Indeed, as the above analysis revealed for the years from 2000 to 2003 and 2014 that there was an under- or over-estimation of the contribution of new emission creations and/or real emission transfers, we therefore begin by comparing the decomposition results for these years. For example, for the year 2001 we notice an important change in the contributions of within-partner composition effect of exports, between-partner composition effect of net exports and within-partner composition effect of net exports (see Table 3). After accounting for the net entry effect (see Tables 1 and 2), the net entry effect increases (respectively decreases) the contribution of new emission creations by 10%.

Table 3 is compiled by applying the definition of the change rate to the decomposition results reported in Tables 1 and 2.
contribution of within-partner composition effect of exports fell from 2.78 to -20.08 Mt of CO2 (which represents a decrease of 820%), the contribution of within-partner composition effect of net exports decreased from 4.86 to -22.01 Mt of CO2 (i.e. a decrease of -552.58%), while that of between-partner composition effect of net exports increased by 45% (rising from 53.01 to 77.36 Mt of CO2). It is useful to mention that the sign of the first two contributions have changed, which reverses the interpretation of the contributions of these effects.\(^\text{20}\). Also, one can remark (from Table 3) that when the net entry effect is taken into account, the decomposition results for the

\[^{20}\text{We recall that when the contribution of the effect is positive (negative), this means that the effect contributes to increase (reduce) the decomposed aggregate (here new emission creations, or real emission transfers or EEBT).}\]

Turning to other years (i.e. from 2004 to 2013), even if accounting for net entry effect does not seem to have considerable influence on the contributions of new emission creations and real emission transfers (see Table 4 in Appendix B), this may strongly affect the decomposition results.

Note: Bootstrapped standard errors in parentheses based on 5000 replications (* * * p < 0.01, * * p < 0.05, * p < 0.1). Scale effect of net exports (Scale), between-partner composition effect of net exports (B-P composition), within-partner composition effect of net exports (W-P composition) and partners’ technical effect (Technique) are the effects related to real emission transfers.

Source: Author.

Table 2: Decomposition results for real emission transfers and significance

<table>
<thead>
<tr>
<th></th>
<th>Without net entry effect</th>
<th>With net entry effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scale</td>
<td>B-P composition</td>
</tr>
<tr>
<td>1997</td>
<td>-17.47***</td>
<td>11.79***</td>
</tr>
<tr>
<td></td>
<td>(0.263)</td>
<td>(27.64)</td>
</tr>
<tr>
<td>1999</td>
<td>-25.26***</td>
<td>17.87***</td>
</tr>
<tr>
<td></td>
<td>(2.073)</td>
<td>(4.110)</td>
</tr>
<tr>
<td>2000</td>
<td>-32.53***</td>
<td>-14.16***</td>
</tr>
<tr>
<td></td>
<td>(1.331)</td>
<td>(1.293)</td>
</tr>
<tr>
<td>2001</td>
<td>-64.78***</td>
<td>53.01***</td>
</tr>
<tr>
<td>2002</td>
<td>-155.1***</td>
<td>244.1***</td>
</tr>
<tr>
<td></td>
<td>(25.38)</td>
<td>(62.20)</td>
</tr>
<tr>
<td>2003</td>
<td>-158.6***</td>
<td>6.700</td>
</tr>
<tr>
<td>2004</td>
<td>-136.3***</td>
<td>-105.4***</td>
</tr>
<tr>
<td></td>
<td>(38.65)</td>
<td>(32.41)</td>
</tr>
<tr>
<td>2005</td>
<td>-1099.6***</td>
<td>2330.0***</td>
</tr>
<tr>
<td></td>
<td>(363.9)</td>
<td>(585.2)</td>
</tr>
<tr>
<td>2006</td>
<td>-273.3***</td>
<td>276.8***</td>
</tr>
<tr>
<td></td>
<td>(50.11)</td>
<td>(64.49)</td>
</tr>
<tr>
<td>2007</td>
<td>-111.6</td>
<td>9.971</td>
</tr>
<tr>
<td></td>
<td>(67.93)</td>
<td>(31.62)</td>
</tr>
<tr>
<td>2008</td>
<td>-253.2***</td>
<td>329.4***</td>
</tr>
<tr>
<td></td>
<td>(69.43)</td>
<td>(61.67)</td>
</tr>
<tr>
<td>2009</td>
<td>-443.7***</td>
<td>-105.8</td>
</tr>
<tr>
<td></td>
<td>(118.7)</td>
<td>(60.22)</td>
</tr>
<tr>
<td>2010</td>
<td>-268.9</td>
<td>-385.4**</td>
</tr>
<tr>
<td></td>
<td>(207.0)</td>
<td>(149.9)</td>
</tr>
<tr>
<td>2011</td>
<td>-528.7***</td>
<td>-230.0***</td>
</tr>
<tr>
<td></td>
<td>(179.5)</td>
<td>(76.84)</td>
</tr>
<tr>
<td>2012</td>
<td>-723.8***</td>
<td>-6.097</td>
</tr>
<tr>
<td></td>
<td>(166.4)</td>
<td>(12.09)</td>
</tr>
<tr>
<td>2013</td>
<td>-310.6</td>
<td>-1097.6***</td>
</tr>
<tr>
<td></td>
<td>(387.5)</td>
<td>(512.3)</td>
</tr>
<tr>
<td>2014</td>
<td>-599.0**</td>
<td>-254.8***</td>
</tr>
<tr>
<td></td>
<td>(234.9)</td>
<td>(73.45)</td>
</tr>
</tbody>
</table>

N 456 456 456 456 456 456 456 456 456
Table 3: Change rates between with and without NEE for each effect (in %)

<table>
<thead>
<tr>
<th>Years</th>
<th>New emission creations</th>
<th>Real emission transfers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scale</td>
<td>B-P com-</td>
</tr>
<tr>
<td>1996</td>
<td>-0.19 $10^3$</td>
<td>-0.28 $10^3$</td>
</tr>
<tr>
<td>1997</td>
<td>0.61 $10^3$</td>
<td>3.81 $10^3$</td>
</tr>
<tr>
<td>1998</td>
<td>1.07 $10^3$</td>
<td>-1.65 $10^3$</td>
</tr>
<tr>
<td>1999</td>
<td>0.26 $10^3$</td>
<td>0.53 $10^3$</td>
</tr>
<tr>
<td>2000</td>
<td>-1.42</td>
<td>6.39</td>
</tr>
<tr>
<td>2001</td>
<td>-3.31</td>
<td>2.40</td>
</tr>
<tr>
<td>2002</td>
<td>-0.68</td>
<td>1.87</td>
</tr>
<tr>
<td>2003</td>
<td>-0.05</td>
<td>2.33</td>
</tr>
<tr>
<td>2004</td>
<td>-0.20</td>
<td>-2.12</td>
</tr>
<tr>
<td>2005</td>
<td>-0.48</td>
<td>-2.27</td>
</tr>
<tr>
<td>2006</td>
<td>-0.44</td>
<td>-1.28</td>
</tr>
<tr>
<td>2007</td>
<td>-0.34</td>
<td>-1.11</td>
</tr>
<tr>
<td>2008</td>
<td>-0.31</td>
<td>-1.26</td>
</tr>
<tr>
<td>2009</td>
<td>-0.53</td>
<td>-1.46</td>
</tr>
<tr>
<td>2010</td>
<td>-0.44</td>
<td>-1.52</td>
</tr>
<tr>
<td>2011</td>
<td>-0.28</td>
<td>-1.61</td>
</tr>
<tr>
<td>2012</td>
<td>-0.29</td>
<td>-6.08</td>
</tr>
<tr>
<td>2013</td>
<td>-0.27</td>
<td>-10.73</td>
</tr>
<tr>
<td>2014</td>
<td>-0.63</td>
<td>-24.06</td>
</tr>
</tbody>
</table>

Note: NEE means net entry effect. The change rates of scale effect of exports (Scale), between-partner composition effect of exports (B-P composition), within-partner composition effect of exports (W-P composition) and technical gap effect (Technical gap) are the percentage change between without and with NEE of each effect related to new emission creations. The change rates of scale effect of net exports (Scale), between-partner composition effect of net exports (B-P composition), within-partner composition effect of net exports (W-P composition) and partners’ technical effect (Technique) are the percentage change between without and with NEE of each effect related to real emission transfers. For example, the change rates of Scale is computed as the difference between the Scale obtained with NEE and that obtained without NEE divided by the Scale obtained without NEE. The same procedure is used to compute the change rates for other effects. The results are in percentage.

Source: Author.

(see Tables 1, 2 and 3). For example, for the years 2005, 2006 and 2013 we can see in Table 3 that the change rates for all four effects explaining real emission transfers are quite high. Moreover, in 2005 we also note a modification of the sign of the contribution of partners’ technical effect (from -19.29 to 42.27 Mt of CO2) when net entry effect is considered (see Table 2). This completely changes the interpretation of this result. Also, the influence of accounting for net entry effect on the contributions of other effects is not proportional, which can lead to a change in the order of magnitude of the contributions within a given year. In fact, if the order of magnitude of the contributions changes, then the relative importance of each effect in explaining the phenomenon (here new emission creations, real emission transfers or EEBT) will be altered. For illustration, in 2006, by ranking the contributions of the eight effects in decreasing order, the contribution of between-partner composition effect of net exports moves from second to sixth place when considering the net entry effect. Therefore, this effect becomes less relevant (or in other words, other effects become more relevant) when the net entry effect is taken into account.

Thus, it emerges from our analysis that not accounting for the net entry effect can lead to under- or over-estimates, wrong signs and even a wrong order of magnitude of the contributions of the effects. Consequently, the analysis will be based on biased results and will therefore lead to “incorrect” policy proposals.
6.2 Why is it useful to estimate the effects’ accuracy?

Appendix B (see Table 5) presents for each effect the range relative to the average (RR) and the coefficient of variation (CV) in percentage. These statistics allow us to analyze the dispersion around the average contribution. For example, for the year 2014, the range and the standard deviation represent respectively 116.56% and 35.69% of the average contribution of the scale effect of exports. It can be seen in Appendix B (see Table 5) that the variability around the average contributions of each effect is very high. Dietzenbacher and Los (1998) also found strong variability around the average contribution of each effect, and they propose that the results of decomposition analysis should be reported together with these two dispersion statistics (RR and CV). These two statistics obviously allow us to appreciate the dispersion around the average contribution of each effect, but they do not inform us whether the results are accurate or not. So we use this dispersion to estimate the accuracy of each effect through “bootstrapped normal-approximation confidence interval”.

Figure 2 reports the densities estimated by the bootstrap samples for 2014 and the normal density. In 2014, the comparison of estimated density for each effect to normal density reveals that the assumption that the sample distribution estimated by bootstrap distribution is approximately normal seems to be approximately true. This conclusion is valid for other years\textsuperscript{21}.

Note: Scale effect of exports (Scale), between-partner composition effect of exports (B-P composition), within-partner composition effect of exports (W-P composition) and technical gap effect (Technical gap) are the effects related to new emission creations. Scale effect of net exports (Scale), between-partner composition effect of net exports (B-P composition), within-partner composition effect of net exports (W-P composition) and partners’ technical effect (Technique) are the effects related to real emission transfers. 5000 bootstrap replications.
Source: Author.

Figure 2: Densities estimated with 2014 bootstrap sample and Normal density.

\textsuperscript{21}Results for other years are not presented in order to save space, but are available upon request.
Tables 1 and 2 display the standard errors and significance of each effect obtained through “bootstrapped normal-approximation confidence interval”. In these tables, the standard errors of the average contributions are in parentheses, and the stars indicate the different levels (1%, 5%, and 10%) of statistical significance of the average contributions. We analyze the results that consider the net entry effect. First, we can remark that the contributions of the effects are statistically different from zero at different significance levels. For illustration, in 2003 the contribution of the scale effect of exports is statistically significant at 1%, while that of within-partner effect of exports and that of between-partner effect of net exports are statistically significant at 5% and 10% respectively. In other words, the contribution of the scale effect of exports (352 Mt of CO2 with a standard error of 15.98) is significantly different from zero at 1% level. However, the accuracy of the within-partner effect of exports (-10.19 Mt of CO2 with a standard error of 5.11) and that of between-partner effect of net exports (12.83 Mt of CO2 with a standard error of 7.74) are relatively weak, as their contributions are significantly different from zero only at 5% and 10% levels respectively.

Second, the results point out that some contributions are not statistically significant (see the contributions without stars in Tables 1 and 2). For example, looking at the effects that explain the real emission transfers in 2007 (see Table 2) we conclude that only one out of the four contributions is statistically different from zero. Among the contributions that are non-significantly different from zero at standard significance levels, we have that of scale effect of net exports. The contribution of this effect is not negligible in terms of magnitude (-111.6 Mt of CO2 with a standard error of 68.28), because it represents the main effect that increases the real emission transfers from China to its partners, and the second most important effect that helps to reduce China’s EEBT (after the technical gap effect which accounts for -394.6 Mt of CO2). However, this effect is not statistically significant at standard significance levels, which means that we are not confident (at least at standard significance levels) about the estimated contribution of this effect. In this case, we will avoid interpreting the contribution of this effect (and also for all effects not statistically significant at standard significance levels), or at least be more cautious in our interpretations. This will lead to more robust policy proposals.

Therefore, since our analysis suggests that the effects may have different accuracy levels and that some effects (even those with large magnitude contributions) may be non-statistically significant at standard significance levels, then estimating the effects’ accuracy is useful in order to be more accurate and confident in both interpreting the results and policy-making.

6.3 Does net entry effect matter for effects’ accuracy estimation?

In this session we compare, in Tables 1 and 2, the statistical accuracy of each effect between without and with the net entry effect. The aim of this comparison is to explore whether accounting for the net entry effect may influence the effects’ accuracy. We can observe that the effects’ accuracy may depend on whether or not the net entry effect is included in the analysis. This can be illustrated by several examples from Tables 1 and 2, but the most salient are those from the years 2001, 2003, 2005, 2006, 2009 and 2013. Indeed, when we consider the net entry effect in 2001, the within-partner composition effect of exports and the within-partner composition effect of net exports (which are not statistically significant when we do not consider the net entry effect)
become statistically significant at 10% and 1% levels respectively. Similar changes are observed in 2003 (where the between-partner composition effect of net exports becomes statistically significant at 10% level), in 2005 (where the partners’ technical effect becomes statistically significant at 1% level) and in 2013 (where both the scale effect of net exports and the partners’ technical effect become statistically significant at 1% and 10% levels respectively). Also, inverse changes are observed, i.e. effects that turn out to be non-statistically significant when we consider the net entry effect. In 2006 (respectively 2009), the partners’ technical effect (respectively the between-partner composition effect of net exports) changed from statistically significant at 1% level (respectively 10% level) to non-statistically significant when we consider the net entry effect. Other examples in Tables 1 and 2 illustrate changes (decrease or increase) in significance levels when we compare results without and with the net entry effect.

Thus, as argued above, accounting for the net entry effect can influence the estimation of the effects’ accuracy. Consequently, considering the net entry effect also appears to be useful in order to adequately estimate the effects’ accuracy. This may also contribute to more accurate analysis of decomposition results and thereby can lead to better policy-making.

7 Conclusion

This paper argues that decomposition analyses tend to be approach-dependent and so far do not indicate whether the results are accurate or not, which could make these analyses unreliable. This is problematic in terms of economic interpretations and policy-making, as most decomposition studies are policy-oriented, particularly in energy and environment-related fields. Therefore, we propose to estimate the standard errors (or confidence intervals) of each relative contribution using bootstrapped normal-approximation confidence interval in order to investigate whether or not each effect is significantly different from zero at standard significance levels. We also analyze how product movements (entry and exit effect, or net entry effect), in highly disaggregated data at product level, could affect the decomposition analysis results if they are not taken into account. To achieve this, we exploit the complexity of the S/S’s decomposition approach. Therefore, our work introduces a new criterion for the choice of decomposition approaches, so-called accuracy criterion. The application is based on a decomposition of CO2 emissions embodied in China’s bilateral trade (EEBT).

The results show that omitting the net entry effect can lead to under- or over-estimates of the contributions, wrong signs and even a wrong order of magnitude of the contributions, and incorrect estimation of the effects’ accuracy. Also, the analyses reveal that the effects may have different accuracy levels and some effects (even those with large magnitude contributions) may be non-significantly different from zero at standard significance levels (1%, 5%, 10%). This means that there are effects (obviously those that are not significantly different from zero) that are not relevant to the explanation of China’s EEBT. Our results therefore suggest that not considering the net entry effect or not being aware of the effects’ accuracy may lead to incorrect economic interpretations and misguided policy-making. Another interesting point arising from the methodology is that the complexity of the S/S’s approach, as the number of effects increases, should go hand in hand with the results’ accuracy. Hence, when the number of effects becomes large the S/S’s approach should not only be seen as a disadvantage, but also as a valuable advantage, as it should improve the accuracy of each effect. From this standpoint, the S/S’s approach should be
preferred when the number of effects is high, contrary to what is stated in the literature.

Thus, as a desirable additional property of decomposition approaches, S/S’s decomposition approach enables researchers and practitioners to test the accuracy of decomposition analysis results. Indeed, knowing whether results are accurate or not helps to strengthen their reliability and contributes to robust policy-making. As a result, more accurate results will help researchers and policy makers to feel more confident with their economic interpretations and policy-making. Although the application was made within the IDA framework, our proposal can be applied in the same way through the SDA framework.
References


CEPII (2016). International Trade Database at the Product-Level.


WDI (2017). World Development Indicators database.


Appendix A  China and its trading partners

<table>
<thead>
<tr>
<th>Group</th>
<th>Countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>Mainland China, Macao, Hong Kong</td>
</tr>
</tbody>
</table>

Partners (181 countries)

Afghanistan, Albania, Algeria, Andorra, Angola, Antigua and Barbuda, Argentina, Armenia, Australia, Austria, Azerbaijan, Bahamas, Bahrain, Bangladesh, Barbados, Belarus, Belgium-Luxembourg, Belize, Benin, Bermuda, Bhutan, Bolivia, Bosnia and Herzegovina, Brazil, Brunei Darussalam, Bulgaria, Burkina Faso, Burundi, Cambodia, Cameroon, Canada, Cape Verde, Central African Republic, Chad, Chile, Colombia, Comoros, Congo, Costa Rica, Cote d’Ivoire, Croatia, Cuba, Cyprus, Czech Republic, Denmark, Democratic Republic of Congo, Djibouti, Dominica, Dominican Republic, East Timor, Ecuador, Egypt, El Salvador, Equatorial Guinea, Eritrea, Estonia, Ethiopia, Fiji, Finland, France, Gabon, Gambia, Georgia, Germany, Ghana, Greece, Greenland, Grenada, Guatemala, Guinea, Guinea-Bissau, Guyana, Haiti, Honduras, Hungary, Iceland, India, Indonesia, Iran, Iraq, Ireland, Israel, Italy, Jamaica, Japan, Jordan, Kazakhstan, Kenya, Kiribati, Korea, Kuwait, Kyrgyzstan, Laos, Latvia, Lebanon, Liberia, Libya, Lithuania, Macedonia, Madagascar, Malawi, Malaysia, Maldives, Mali, Malta, Marshall Islands, Mauritania, Mauritius, Mexico, Micronesia, Moldova, Mongolia, Morocco, Mozambique, Myanmar, Nepal, Netherlands, New Zealand, Nicaragua, Niger, Nigeria, Norway, Oman, Pakistan, Palau, Panama, Papua New Guinea, Paraguay, Peru, Philippines, Poland, Portugal, Qatar, Romania, Russia, Rwanda, Saint Kitts and Nevis, Saint Lucia, Saint Vincent and the Grenadines, Samoa, Sao Tome and Principe, Saudi Arabia, Senegal, Seychelles, Sierra Leone, Singapore, Slovak Republic, Slovenia, Solomon Islands, South Africa, Spain, Sri Lanka, State of Palestine, Sudan, Suriname, Sweden, Switzerland, Tajikistan, Tanzania, Thailand, Togo, Tonga, Trinidad and Tobago, Tunisia, Turkey, Turkmenistan, Tuvalu, Uganda, Ukraine, United Arab Emirates, United Kingdom, United States, Uruguay, Uzbekistan, Vanuatu, Venezuela, Vietnam, Yemen, Zambia, Zimbabwe.

Note: China is defined as the whole of mainland China, Macao and Hong Kong.
Source: Author.

Appendix B  Other results
Table 4: Changes in EEBT, new emission creations and real emission transfers

<table>
<thead>
<tr>
<th>Years</th>
<th>$\Delta EEBT$</th>
<th>Without NEE</th>
<th>With NEE</th>
<th>Change rate (%)</th>
<th>Products by sets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>Creations</td>
<td>Transfers</td>
<td>Creations</td>
<td>Transfers</td>
<td>NEE</td>
</tr>
<tr>
<td>1996</td>
<td>-53.85</td>
<td>-28.26</td>
<td>-25.59</td>
<td>-28.26</td>
<td>-25.59</td>
</tr>
<tr>
<td></td>
<td>1.74</td>
<td>0.60</td>
<td>1.14</td>
<td>0.60</td>
<td>1.14</td>
</tr>
<tr>
<td>1998</td>
<td>-45.16</td>
<td>-56.06</td>
<td>10.90</td>
<td>-56.06</td>
<td>10.90</td>
</tr>
<tr>
<td>1999</td>
<td>71.21</td>
<td>-18.82</td>
<td>90.03</td>
<td>-18.82</td>
<td>90.03</td>
</tr>
<tr>
<td>2000</td>
<td>10.63</td>
<td>0.60</td>
<td>11.52</td>
<td>0.37</td>
<td>7.77</td>
</tr>
<tr>
<td>2001</td>
<td>-32.03</td>
<td>-52.53</td>
<td>20.50</td>
<td>-74.03</td>
<td>31.65</td>
</tr>
<tr>
<td>2003</td>
<td>111.45</td>
<td>0.79</td>
<td>111.28</td>
<td>-3.79</td>
<td>0.94</td>
</tr>
<tr>
<td>2004</td>
<td>289.25</td>
<td>38.92</td>
<td>290.65</td>
<td>3.18</td>
<td>4.39</td>
</tr>
<tr>
<td>2005</td>
<td>401.96</td>
<td>93.97</td>
<td>406.62</td>
<td>5.24</td>
<td>-0.61</td>
</tr>
<tr>
<td>2006</td>
<td>587.67</td>
<td>174.00</td>
<td>593.47</td>
<td>6.69</td>
<td>-0.51</td>
</tr>
<tr>
<td>2007</td>
<td>709.12</td>
<td>268.66</td>
<td>714.23</td>
<td>5.62</td>
<td>-0.19</td>
</tr>
<tr>
<td>2008</td>
<td>690.43</td>
<td>303.74</td>
<td>695.18</td>
<td>5.46</td>
<td>-0.24</td>
</tr>
<tr>
<td>2009</td>
<td>53.19</td>
<td>7.70</td>
<td>53.40</td>
<td>7.70</td>
<td>-3.98</td>
</tr>
<tr>
<td>2010</td>
<td>617.68</td>
<td>155.58</td>
<td>623.58</td>
<td>7.77</td>
<td>-1.19</td>
</tr>
<tr>
<td>2011</td>
<td>771.76</td>
<td>128.76</td>
<td>776.32</td>
<td>4.40</td>
<td>0.09</td>
</tr>
<tr>
<td>2012</td>
<td>706.84</td>
<td>162.91</td>
<td>711.16</td>
<td>4.59</td>
<td>-0.17</td>
</tr>
<tr>
<td>2013</td>
<td>644.55</td>
<td>117.17</td>
<td>648.70</td>
<td>4.32</td>
<td>-0.15</td>
</tr>
<tr>
<td>2014</td>
<td>643.80</td>
<td>290.26</td>
<td>652.96</td>
<td>45.07</td>
<td>-10.71</td>
</tr>
</tbody>
</table>

Note: $NEE$ means net entry effect. $Ex$, $En$ and $So$ define respectively the set of existing, entering and exiting products. Without $NEE$ $\Delta EEBT = \Delta \text{Creations} + \Delta \text{Transfers}$, while with $NEE$ $\Delta EEBT = \Delta \text{Creations} + \Delta \text{Transfers} + NEE$. Rate of change of $\Delta \text{Creations}$ (respectively $\Delta \text{Transfers}$) is computed as the difference between the $\Delta \text{Creations}$ (respectively $\Delta \text{Transfers}$) obtained with $NEE$ and that obtained without $NEE$ divided by the $\Delta \text{Creations}$ (respectively $\Delta \text{Transfers}$) obtained without $NEE$. The results are in Mt (Megaton), except for the change rate, which is in percentage.

Source: Author.
Table 5: Variability around the average contribution of each effect (in %)

<table>
<thead>
<tr>
<th>Years</th>
<th>Scale</th>
<th>B-P composition</th>
<th>W-P composition</th>
<th>Technical</th>
<th>Scale</th>
<th>B-P composition</th>
<th>W-P composition</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR</td>
<td>CV</td>
<td>RR</td>
<td>CV</td>
<td>RR</td>
<td>CV</td>
<td>RR</td>
<td>CV</td>
<td>RR</td>
</tr>
<tr>
<td>1996</td>
<td>9.93</td>
<td>-286.35</td>
<td>-141.24</td>
<td>-133.46</td>
<td>-62.91</td>
<td>-5.91</td>
<td>-1.49</td>
<td>-35.09</td>
</tr>
<tr>
<td>1997</td>
<td>21.04</td>
<td>-138.21</td>
<td>-56.35</td>
<td>-339.17</td>
<td>-149.75</td>
<td>-23.27</td>
<td>-10.37</td>
<td>-158.97</td>
</tr>
<tr>
<td>1998</td>
<td>38.91</td>
<td>77.51</td>
<td>25.21</td>
<td>-148.93</td>
<td>-53.56</td>
<td>-20.44</td>
<td>-7.62</td>
<td>-60.07</td>
</tr>
<tr>
<td>1999</td>
<td>69.36</td>
<td>24.78</td>
<td>-84.02</td>
<td>-26.05</td>
<td>126.83</td>
<td>32.64</td>
<td>-66.33</td>
<td>109.25</td>
</tr>
<tr>
<td>2001</td>
<td>62.88</td>
<td>29.53</td>
<td>-258.75</td>
<td>-83.17</td>
<td>-238.94</td>
<td>-68.97</td>
<td>-54.27</td>
<td>-119.65</td>
</tr>
<tr>
<td>2002</td>
<td>59.04</td>
<td>27.88</td>
<td>-236.63</td>
<td>-74.62</td>
<td>-323.23</td>
<td>-105.48</td>
<td>-60.34</td>
<td>-288.81</td>
</tr>
<tr>
<td>2003</td>
<td>49.10</td>
<td>22.31</td>
<td>-557.18</td>
<td>-189.75</td>
<td>-700.67</td>
<td>-246.65</td>
<td>-79.63</td>
<td>-104.54</td>
</tr>
<tr>
<td>2004</td>
<td>46.28</td>
<td>16.55</td>
<td>226.68</td>
<td>59.43</td>
<td>141.73</td>
<td>37.67</td>
<td>-83.71</td>
<td>-320.01</td>
</tr>
<tr>
<td>2005</td>
<td>45.14</td>
<td>15.08</td>
<td>373.34</td>
<td>120.37</td>
<td>186.08</td>
<td>49.58</td>
<td>-90.66</td>
<td>-310.21</td>
</tr>
<tr>
<td>2006</td>
<td>51.22</td>
<td>15.72</td>
<td>326.88</td>
<td>96.37</td>
<td>215.40</td>
<td>58.09</td>
<td>-107.75</td>
<td>-320.36</td>
</tr>
<tr>
<td>2007</td>
<td>63.91</td>
<td>19.53</td>
<td>421.10</td>
<td>129.07</td>
<td>237.54</td>
<td>63.24</td>
<td>-121.79</td>
<td>-888.77</td>
</tr>
<tr>
<td>2008</td>
<td>72.31</td>
<td>21.41</td>
<td>509.29</td>
<td>155.02</td>
<td>225.77</td>
<td>59.57</td>
<td>-124.04</td>
<td>-340.05</td>
</tr>
<tr>
<td>2009</td>
<td>83.19</td>
<td>24.51</td>
<td>549.25</td>
<td>176.61</td>
<td>195.07</td>
<td>50.03</td>
<td>-104.70</td>
<td>-288.56</td>
</tr>
<tr>
<td>2010</td>
<td>87.86</td>
<td>25.65</td>
<td>602.43</td>
<td>129.07</td>
<td>237.54</td>
<td>63.24</td>
<td>-121.79</td>
<td>-888.77</td>
</tr>
<tr>
<td>2011</td>
<td>92.71</td>
<td>26.19</td>
<td>969.92</td>
<td>298.97</td>
<td>225.17</td>
<td>58.98</td>
<td>-135.58</td>
<td>-457.03</td>
</tr>
<tr>
<td>2012</td>
<td>101.73</td>
<td>29.20</td>
<td>7091.10</td>
<td>2240.48</td>
<td>250.86</td>
<td>65.48</td>
<td>-138.85</td>
<td>-254.12</td>
</tr>
<tr>
<td>2013</td>
<td>108.78</td>
<td>31.61</td>
<td>9003.67</td>
<td>3015.37</td>
<td>264.58</td>
<td>68.64</td>
<td>-141.26</td>
<td>-593.56</td>
</tr>
<tr>
<td>2014</td>
<td>116.56</td>
<td>35.69</td>
<td>7000.43</td>
<td>2108.08</td>
<td>289.93</td>
<td>75.50</td>
<td>-146.46</td>
<td>-399.20</td>
</tr>
</tbody>
</table>

Note: RR is the range (maximum−minimum) relative to the average and CV is the coefficient of variation. $RR = ((Maximum − Minimum)/Mean) \times 100$ and $CV = (Standard Deviation/Mean) \times 100$. Scale effect of exports (Scale), between-partner composition effect of exports (B-P composition), within-partner composition effect of exports (W-P composition) and technical gap effect (Technical gap) are the effects related to new emission creations. Scale effect of net exports (Scale), between-partner composition effect of net exports (B-P composition), within-partner composition effect of net exports (W-P composition) and partners’ technical effect (Technique) are the effects related to real emission transfers. The results are in percentage.

Source: Author.